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A B S T R A C T   

Recent electrophysiological research highlights the significance of global scene properties (GSPs) for scene 
perception. However, since real-world scenes span a range of low-level stimulus properties and high-level 
contextual semantics, GSP effects may also reflect additional processing of such non-global factors. We exam-
ined this question by asking whether Event-Related Potentials (ERPs) to GSPs will still be observed when specific 
low- and high-level scene properties are absent from the scene. We presented participants with computer-based 
artificially-manipulated scenes varying in two GSPs (spatial expanse and naturalness) which minimized other 
sources of scene information (color and semantic object detail). We found that the peak amplitude of the P2 
component was sensitive to the spatial expanse and naturalness of the artificially-generated scenes: P2 amplitude 
was higher to closed than open scenes, and in response to manmade than natural scenes. A control experiment 
showed that the effect of Naturalness on the P2 is not driven by local texture information, while earlier effects of 
naturalness, expressed as a modulation of the P1 and N1 amplitudes, are sensitive to texture information. Our 
results demonstrate that GSPs are processed robustly around 220 ms and that P2 can be used as an index of global 
scene perception.   

1. Introduction 

Humans show a remarkable ability to perceive and recognize visual 
scenes. People can describe the gist of a scene (i.e. provide a basic-level 
account of what the scene is – a kitchen, an office, a forest, etc.) very 
rapidly, under very brief presentation rates (Intraub, 1981; Joubert 
et al., 2007; Potter, 1976; Potter and Levy, 1969), and with very little 
attentional resources (Greene and Fei-Fei, 2014, 2017; Li et al., 2002, 
but see Gronau and Izoutcheev, 2017). Similarly, human memory for 
scenes is highly efficient and accurate, both for short-term (Holling-
worth, 2004; Velisavljevi�c and Elder, 2008) and long-term episodic 
memory (Hollingworth, 2004, 2005; Konkle et al., 2010). These scene 
recognition abilities are quite impressive if one considers the compu-
tational complexity involved in scene understanding, particularly given 
the enormous variety of properties that scenes vary on, ranging from 
low-level features and summary image statistics to high-level semantics 
and action affordances (Groen et al., 2017; Malcolm et al., 2016). 

In light of the richness of scene stimulus information, accounts of 
scene recognition vary dramatically on the question of what constitutes 
the critical information enabling rapid scene categorization. On the one 
hand, ‘high-level’ accounts posit that rapid scene categorization is 
achieved primarily through the extraction of basic-level category in-
formation (Tversky and Hemenway, 1983; Walther et al., 2009), one 
example of which is by assigning semantic labels to objects in scenes 
(Çukur et al., 2016; Stansbury et al., 2013). On the other hand, ‘low--
level’ accounts suggest that physical properties of stimuli (often 
captured by image-based statistics) are sufficient for explaining the 
speed and accuracy with which people categorize scenes. Examples for 
such diagnostic image-based properties are contrast energy, spatial 
frequency, texture, and color, which have all been shown to contribute 
significantly to successful scene categorization (Andrews et al., 2015; 
Hansen et al., 2012, 2011; Lowe et al., 2018; Oliva and Schyns, 2000). 
Further complicating the question of which type of information plays a 
greater role in scene recognition is the fact that the low- and high-level 
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features often co-vary and cannot be easily teased apart (Groen et al., 
2018, 2017; Harel et al., 2016; Lescroart et al., 2015). For example, a 
forest scene may be dominated by high spatial frequencies, near-vertical 
orientations, and particular colors, while at the same time it also can be 
described by the co-occurrence of specific objects (trees), or certain 
navigability affordances (e.g., how dense is the forest, does it contain 
navigable paths, etc.). 

One approach for bridging the gap between accounts focusing on 
low-level physical stimulus properties and higher-level scene attributes 
has been the global view of scene recognition (Greene and Oliva, 2010). 
The global view of scene processing suggests that the gist of a scene is 
extracted by forming an initial representation of the scene’s coarse 
layout without specifying its local elements (Brady et al., 2017; Kauff-
mann et al., 2015; Musel et al., 2014; Schyns and Oliva, 1994). 
Computationally, this might be achieved by calculating the spatial en-
velope of the scene, which preserves information about spatial fre-
quency and orientation distribution (Aude Oliva and Torralba, 2001, 
2006). Critically, particular distributions of spatial frequencies and 
orientations can be mapped onto psychologically-real, ecological scene 
dimensions known as global scene properties (GSPs) (Ross and Oliva, 
2010). GSPs can thus be described as ecological scene primitives that 
capture the structure and function of real-world scenes (Greene and 
Oliva, 2009a). Examples of GSPs include the scene’s mean depth, spatial 
layout, naturalness, openness and navigability (Greene and Oliva, 
2009a; Joubert et al., 2007; Lowe et al., 2016; Ross and Oliva, 2010; 
Schyns and Oliva, 1994). GSPs are encoded at the early stages of scene 
processing, are processed swiftly with very little effects of attention 
(Harel et al., 2016; Hansen et al., 2018), and thus enable rapid scene 
categorization (Brady et al., 2017; Greene and Oliva, 2009a, 2009b; 
Ross and Oliva, 2010). 

Recent neurophysiological research has started to uncover the tem-
poral dynamics of GSP processing. Information about the spatial 
expanse of a scene was found to be processed in the brain by 250 ms 
post-stimulus onset (Cichy et al., 2017; Harel et al., 2016; Hansen et al., 
2018), and the naturalness of the scene is processed at an even earlier 
time window, around 120 ms post-stimulus onset at medial occipital 
electrode sites (Groen et al., 2013) and around 170 ms at lateral 
occipito-temporal sites (Harel et al., 2016; Hansen et al., 2018). The 
early latency of these electrophysiological signatures lends support to 
the notion that global scene information is extracted at the early stages 
of visual processing, putatively supporting rapid pre-attentive scene 
categorization (Greene and Oliva, 2009b; Groen et al., 2016; Rousselet 
et al., 2005). Further support for the significance of global scene infor-
mation for scene recognition comes from neuroimaging research 
showing that several key GSPs are processed in scene-selective cortex. 
For example, response patterns in the Parahippocampal Place Area 
(PPA) and Retrosplenial Complex (RSC) convey information about how 
enclosed a scene is (spatial expanse) (Harel et al., 2013; Kravitz et al., 
2011; Lowe et al., 2016; Park et al., 2011), its spatial boundary (Ferrara 
and Park, 2016), mean depth (Kravitz et al., 2011), as well as how 
cluttered its contents are (Park et al., 2014). Notably, responses in the 
Occipital Place Area (OPA: Dilks et al., 2013), and to a lesser extent PPA, 
also contain specific information about the potential ease of navigation 
in a given scene (navigability affordances) (Bonner and Epstein, 2017). 

As suggested above, GSPs provide an intermediate level of repre-
sentation that could serve as a link between low-level features and high- 
level semantic scene representations. It is still an open question, how-
ever, as to what extent the early electrophysiological responses to GSPs 
are driven exclusively by mid-level global scene information, or whether 
they also incorporate low-as well as high-level scene information. For 
instance, much of the early brain responses discriminating manmade 
and natural scenes could potentially be explained by low-level image 
statistics, such as spatial coherence and contrast (Groen et al., 2012; 
Groen et al., 2013). Image statistics can be used to distinguish GSPs 
(including spatial expanse and naturalness) as well as basic-level scene 
categories from neural signals within the first 100 ms post-stimulus 

onset (Lowe et al., 2018). Alternatively, high-level semantic informa-
tion can also have an impact on early responses to scene naturalness 
(Joubert et al., 2007). The problem is that irrespective of the level of 
information that may be associated with the GSP, the use of real-world 
naturalistic scene images, which is essential for maintaining ecological 
validity, poses at the same time a real challenge for determining the 
unique role that GSPs play in scene processing. How then can the pro-
cessing of GSPs be disentangled from the processing of both types of 
scene information? To what extent do the early brain signatures of scene 
processing convey uniquely global scene information? In the present 
study we addressed these questions by using a set of 
artificially-generated scene stimuli that were specifically designed to 
systematically vary along two GSPs (spatial expanse and naturalness) 
while minimizing one source of low-level information (color) and 
high-level semantic details (object identities). The scene stimuli, origi-
nally used by Lowe et al. (2016), are grayscale scene images based on 
real-world photographs which have been digitally manipulated to 
remove salient semantic objects and features (see Fig. 1 for examples).1 

These ‘impoverished’ scenes allowed us to investigate global scene in-
formation while minimizing (but not abolishing; see discussion below) 
the involvement of non-global low- or high-level sources of information. 

Color is one important source of diagnostic scene information (Oliva 
and Schyns, 2000; for a review, see Tanaka et al., 2001) that may be used 
in conjunction with other low-level features to form the scene’s gist 
(Oliva and Schyns, 2000). Thus, one may argue that the neural responses 
to GSPs to a large degree reflect color processing rather than the 
extraction of global scene structure. For example, open scenes on 
average might contain more blue image patches than closed scenes; 
natural scenes may contain more greens and brown earth tones than 
manmade scenes. At the same time, on the other end of the (represen-
tational) spectrum, real-world scenes also convey high-level semantic 
features and contextual associations, carried, for instance, by local ob-
ject information (V~o and Henderson, 2009; V~o and Wolfe, 2013) and 
semantic category information (Walther et al., 2009; Walther et al., 
2011). Basic-level scene category might be detected or inferred based on 
salient objects, which may lead to subsequent categorization of the 
scene as manmade or natural, or even as open or closed. In that case, 
removing most of the prominent objects from the scene would make 
scene category information more ambiguous and thus should hamper 
the processing of these respective GSPs. Therefore, our rationale in the 
present study was that if the early extraction of global scene information 
is based predominantly on either one of these low- or high-level sources 
of scene information, one should expect the processing of GSPs to be 
significantly attenuated when presented with the “impoverished” 
artificially-generated scene stimuli used in this study. 

To test this hypothesis, we measured event-related potentials (ERPs) 
in two experiments. In Experiment 1 we tested whether the removal of 
color and semantic object information would hamper the processing of 
diagnostic GSPs, such as spatial expanse and naturalness. Research from 
our lab demonstrates that the posterior P2 ERP component is scene- 
selective, and is sensitive to the GSPs of spatial expanse and natural-
ness: P2 amplitude is higher to closed than open scenes and is also higher 
to natural than manmade scenes (Harel et al., 2016; Hansen et al., 
2018). According to the above logic, early evoked responses to GSPs, 
particularly the P2 component, should be expected to be reduced or 
altogether absent using our artificially-generated scenes, compared with 
the ERP responses to rich naturalistic scene images used in our previous 

1 Note that we use the term “artificially-generated” to refer to the stimulus 
format we used (i.e., scenes images that were manipulated in Photoshop, as 
compared with ‘naturalistic’ photographs of scenes that were not altered using 
image-processing software in previous studies), whereas the use of “manmade” 
refers to the content within the scene, irrespective of the stimulus format (i.e., 
materials made by humans for ‘manmade’ versus naturally occurring materials 
unaltered by humans for ‘natural’). 
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studies. Alternatively, if the extraction of information about the spatial 
expanse and naturalness of the scene is not mediated solely by color and 
semantic information, we should observe robust spatial expanse and 
naturalness effects on the P2 amplitude. In Experiment 2, we tested 
whether potential GSP effects observed with our set of ‘impoverished’ 
artificially-ge f GSPs per se. Specifically, scene naturalness, which has 
been shown to be extracted earlier than spatial expanse (Harel et al., 
2016; Hansen et al., 2018), may be inferred based on local textural in-
formation (e.g. soil vs. tiles), and thus, a naturalness effect on P2 may be 
driven by the texture of the scene and not by global scene information. 
To address this concern, we devised a new set of scenes by manipulating 
the artificially-generated scene stimuli used in Experiment 1. Specif-
ically, we replaced the original textures of the natural scenes with 
manmade textures and vice versa. We then measured the effects of 
naturalness on P2 amplitude using the original scenes containing tex-
tures that were consistent with their category (e.g. a rooftop paved with 
tiles), and the newly manipulated scenes containing textures that were 
inconsistent with their category (e.g. a rooftop with a ground soil 
texture). Our hypothesis was that if the naturalness effect was driven 

mainly by texture rather than scene category, we should expect a 
reversal (or at least a minimization) of the direction of the P2 effect 
when comparing the texture-inconsistent scenes to the texture consis-
tent ones. However, if P2 indexes naturalness using information other 
than local texture, then we should expect an effect of naturalness in-
dependent of texture consistency. 

2. Materials and Methods 

2.1. Participants 

Seventeen Wright State University students (three females, mean 
age: 22.5 years) participated in Experiment 1. Twenty-nine participated 
in Experiment 2 (18 females, mean age: 19.6 years). All participants 
signed an informed written consent form according to the guidelines of 
the Institutional Review Board (IRB) of Wright State University. All had 
normal or corrected-to-normal visual acuity with no history of neuro-
logical diseases. Three participants in Experiment 1 and six participants 
in Experiment 2 were excluded from the final analyses due to excessive 

Fig. 1. Examples of scene images used in Experiment 1. Stimuli spanned both Naturalness and Spatial Expanse dimensions, resulting in four categories: Manmade 
Closed scenes (rooms), Manmade Open scenes (rooftops), Natural Closed scenes (caves), and Natural Open scenes (deserts). Depicted here are nine scene examples 
(out of 144 scenes) per category. Exemplars within each category varied in the layout (presented here across rows) and the texture (presented here across columns) of 
the scenes. 
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EEG artifacts. All participants were compensated monetarily or with 
course credit. 

2.2. Stimuli 

2.2.1. Experiment 1 
Stimuli were scene images used in a previous neuroimaging study 

(Lowe et al., 2016) (See Fig. 1 for examples of scene images). The 
stimulus set comprised of 576 grayscale computer-generated scene im-
ages devoid of any foreground objects, to avoid any contextual or se-
mantic effects. The scenes spanned two GSPs: Spatial Expanse 
(closed/open) and Naturalness (manmade/natural), which mapped onto 
four coarse scene categories: a room scene (closed manmade), a rooftop 
scene (open manmade), a cave scene (closed natural), and a ‘desert 
plateau’ scene (open natural). Each scene category contained twelve 
unique structural arrangements (i.e., layouts), and each layout had 
twelve appropriate textures applied to their dominant surface (mapped 
onto scene gradient and depth using Adobe Photoshop CS3), totaling 
144 unique scene exemplars per category (12 layouts/category � 12 
textures/layout � 4 scene categories ¼ 576 total images). 

2.2.2. Experiment 2 
To test the extent to which local texture is intrinsically linked with 

naturalness, a new subset of scenes was created by manipulating the 
scenes used in Experiment 1. Specifically, we applied twelve new tex-
tures to each of the twelve layouts of the scenes used in Experiment 1. 
Textures were applied to the scene’s dominant surface, and were map-
ped onto its gradient and depth using the same procedures as in 
Experiment 1. Critically, however, these textures were inappropriate (i. 
e. inconsistent) with the overall naturalness of the scene. For example, 

the walls in the room scenes (closed manmade) were covered with 
textures of soil (natural) rather than a standard manmade textured 
wallpaper. Similarly, the ground of the desert scenes (open natural) now 
contained geometric manmade patterns rather than a more naturalistic 
sand texture (see Fig. 2 for a sample of the stimuli). Scenes from the cave 
category were not used due to difficulties in fitting the manmade tex-
tures to their undulating surfaces. These naturalness-inconsistent scenes, 
together with their original, naturalness-consistent scene counterparts 
comprised of the stimulus set used in Experiment 2, totaling 144 unique 
scene exemplars per category (12 layouts per category � 12 textures per 
layout) and a total of 864 individual scenes (144 scenes/category x 3 
scene categories x 2 consistency levels ¼ 864 total images). 

Images across both experiments were 500 � 500 pixels and were 
presented on a Dell LCD monitor at the center of the screen, viewed from 
a distance of about 110 cm corresponding to 8.86� of visual angle. The 
stimuli were presented using Presentation software (Neurobehavioral 
Systems, Inc., Berkeley, CA, www.neurobs.com). 

2.3. Experimental design and procedure 

Participants in Experiment 1 viewed the 576 individual scene stimuli 
across 12 blocks. Each block comprised of 96 images spanning the four 
scene categories, with the scene stimuli pseudo-randomized within in-
dividual blocks and across the 12 blocks. Each scene stimulus was pre-
sented twice across the entire length of the experiment, totaling 1152 
trials. In Experiment 2, participants viewed the 864 individual scene 
stimuli across six blocks, each block comprised of 144 images, and 
presentation of scene stimuli were pseudo-randomized both within and 
across blocks. Each scene stimulus was presented once across the entire 
length of the experiment. 

Fig. 2. Examples of scene images used in the Experiment 2. Top row: Texture-consistent scenes, namely, the same manmade and natural scenes used in Experiment 1 
(caves were not included). Bottom row: Texture-inconsistent scenes. These were the same scenes with their main surface textures swapped for textures of the 
opposing naturalness category (e.g. manmade scenes with natural textures). 
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In both experiments, scene stimuli were presented for 500 ms with a 
jittered interstimulus interval ranging from 750 ms to 1250 ms. Partic-
ipants performed a fixation cross task, in which they were required to 
report whether the horizontal or vertical bar of the central fixation cross 
lengthened on each trial. Changes in the fixation cross were pseudo- 
randomized across all trials, and hence were independent from the 
actual content of the underlying image, in essence requiring the par-
ticipants to pay very little, if any, attention to the background images. 
This is the same task employed in prior EEG studies of scene processing 
using naturalistic real-world stimuli (Hansen et al., 2018; Harel et al., 
2016). 

2.4. EEG recording 

The EEG analog signals were recorded using 64 Ag–AgCl pin-type 
active electrodes (Biosemi ActiveTwo, Amsterdam) mounted on an 
elastic cap (ECI) according to the extended 10–20 system, and from two 
additional electrodes placed at the right and left mastoids, and an 
electrode placed on the tip of the nose. All electrodes were referenced to 
the Common Mode Signal (CMS) electrode placed between electrodes 
PO3 and PO4. Eye movements, as well as blinks, were monitored using 
two pairs of EOG electrodes, one pair attached to the external canthi, 
and the other to the infraorbital and supraorbital regions of the right 
eye. Both EEG and EOG were sampled at 512 Hz with a resolution of 24 
bits with an active input range of � 262 mV to þ262 mV per bit, with 
online low pass filter of 51 Hz to prevent aliasing. The digitized EEG was 
saved and processed off-line. 

2.5. Data processing 

The data were preprocessed using Brain Vision Analyzer 2 (Brain 
Products GmbH, Munich, Germany). The raw data were first 1.0 Hz 
high-pass filtered (24 dB) and referenced to the tip of the nose. Eye 
movements were corrected using an ocular correction ICA procedure 
(for details see Jung et al., 1998). Remaining artifacts exceeding �100 
mV in amplitude or containing a change of over 100 mV in a period of 
50 ms were rejected. The preprocessed data was then segmented into 
epochs ranging from � 200 ms before to 800 ms after stimulus onset for 
all conditions. 

2.6. ERP analysis 

For each participant, the peaks of the P1, N1 and P2 in each exper-
imental condition were determined as the most positive peak between 
80 and 130 ms, the most negative peak between 130 and 200 ms, and the 
most positive peak between 200 and 320 ms, respectively. Analyses 
were restricted to posterior lateral sites (averaged across P7, P5, P9, and 
PO7 for the left hemisphere, and across P8, P6, P10, and PO8 for the 
right hemisphere), where maximal scene effects were previously 
observed (Harel et al., 2016). Mean peak amplitudes (across partici-
pants) were analyzed using a three-way within subject ANOVA. In 
Experiment 1, this included Hemisphere (left, right), Naturalness 
(manmade, natural), and Spatial Expanse (open, closed) as independent 
factors. In Experiment 2 this included Hemisphere (left, right), Natu-
ralness (manmade, natural), and Texture Consistency (consistent, 
inconsistent) as independent variables. Only significant effects are 
reported. 

3. Results 

3.1. Experiment 1 

Grand-average waveforms are depicted in Fig. 3. We conducted an 
omnibus 3-way repeated-measures ANOVA on the amplitude of the 
individually defined peaks of each of the ERP components, with Hemi-
sphere (left, right), Naturalness (manmade, natural), and Spatial 
Expanse (closed, open) as independent factors. The significant results of 
these analyses are reported in Fig. 4. 

3.1.1. P2 component 
The posterior P2 component has previously been reported to be a key 

ERP component in scene perception, carrying scene information at 
multiple levels of representation, including between-category informa-
tion (differentiating scenes from objects and faces), within-category 
features (GSPs), and summary image statistics (contrast and spatial 
frequency) (Harel et al., 2016). We found that the P2 amplitude is 
sensitive to the global information contained in the artificial scenes, 
with both spatial expanse and naturalness modulating the amplitude of 
the P2 component (Fig. 4a). We found a significant main effect of Spatial 
Expanse (F (1,13) ¼ 8.37, MSE ¼ 1.45, p < 0.01), with closed scenes 
evoking a higher positive response than open scenes (Mclosed ¼ 2.00 mV, 
SE ¼ 0.51; Mopen ¼ 1.34, SE ¼ 0.55). The effect of Spatial Expanse was 

Fig. 3. Group-averaged waveforms for the two global scene properties plotted for the left and right hemisphere (LH, RH, respectively) at posterior lateral sites. Left: 
Spatial expanse (closed vs. open; red and blue, respectively). Right: Naturalness (man-made vs. natural; yellow and green, respectively). (For interpretation of the 
references to color in this figure legend, the reader is referred to the Web version of this article.) 
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more pronounced in the right hemisphere (t (13) ¼ 3.26, p < 0.003: 
Mean difference ¼ 0.87 mV; Mclosed ¼ 2.57 mV, SE ¼ 0.57; Mopen ¼ 1.70 
mV, SE ¼ 0.60) than in the left hemisphere (t (13) ¼ 2.06, p < 0.03: 
Mean difference ¼ 0.44 mV; Mclosed ¼ 1.42 mV, SE ¼ 0.52; Mopen ¼ 0.98 
mV, SE ¼ 0.56) (post-hoc comparison following a significant interaction 
between Spatial Expanse and Hemisphere (F (1,13) ¼ 6.28, MSE ¼ 0.20, 
p < 0.03)) (Figs. 3 and 4). We also found a significant main effect of 
Naturalness (F (1,13) ¼ 5.56, MSE ¼ 2.67, p < 0.03), with manmade 
scenes evoking a greater positive response than natural scenes (Mman-

made ¼ 2.04 mV, SE ¼ 0.60; Mnatural ¼ 1.31 mV, SE ¼ 0.47). Interestingly, 
whereas the spatial expanse effect was in line with previous findings 
from our lab (Harel et al., 2016; Hansen et al., 2018), the naturalness 
effect was not (i.e., manmade greater than natural scenes, in contrast to 
the opposite direction found in Harel et al., 2016, and Hansen et al., 
2018). Lastly, we also found a significant main effect of Hemisphere (F 

(1,13) ¼ 6.86, MSE ¼ 3.60, p < 0.02), with higher responses in the right 
hemisphere (2.14 mV, SE ¼ 0.57) than in the left hemisphere (M ¼ 1.0 
mV, SE ¼ 0.53). 

3.1.2. N1 component 
An analysis of the N1 component revealed a significant main effect of 

Spatial Expanse (F (1,13) ¼ 5.79, MSE ¼ 0.90, p < 0.04), with closed 
scenes evoking a more negative response than open scenes (Mclosed ¼

� 3.46 mV, SE ¼ 0.67, Mopen ¼ � 3.03, SE ¼ 0.60). In addition, we found 
a marginally significant Naturalness by Hemisphere interaction (F 
(1,13) ¼ 4.26, MSE ¼ 0.42, p < 0.06) with the Naturalness effect 
manifest predominantly in the right (t (13) ¼ 1.55, p < 0.08), but not in 
the left hemisphere (t (13) ¼ 0.006, p < 1.00) (Fig. 4b). Namely, man-
made scenes evoked a more negative response than natural scenes in the 
right hemisphere (Mmanmade ¼ � 3.76 mV, SE ¼ 0.63; Mnatural ¼ � 3.26 

Fig. 4. Grand average ERP analysis results of Experiment 1. (a) Mean P2 peak amplitudes in response to closed and open scenes (red and blue, respectively) 
presented separately for the left and right hemispheres and in response to manmade and natural scenes (yellow and green, respectively). (b) Mean N1 peak am-
plitudes in response to closed and open scenes (red and blue, respectively) and in response to man-made (yellow) and natural scenes (green) presented separately for 
the left and right hemispheres. (c) Mean P1 peak amplitudes in response to closed and open scenes (red and blue, respectively) and in response to man-made and 
natural scenes (yellow and green, respectively). Data from the left and right hemispheres are plotted on the same graph only when there is a significant interaction 
with Hemisphere. Otherwise, data are collapsed across hemisphere. Significant differences (p < 0.05) between pairs of categories are denoted by an asterisk (error 
bars indicate between-subjects SE). All data are plotted for the posterior lateral sites. (For interpretation of the references to color in this figure legend, the reader is 
referred to the Web version of this article.) 
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mV, SE ¼ 0.75). 

3.1.3. P1 component 
Analysis of the amplitude of the P1 component revealed a significant 

main effect of Spatial Expanse (F (1,13) ¼ 15.31, MSE ¼ 1.12, p <
0.002), with closed scenes evoking a higher positive response than open 
scenes (Mclosed ¼ 3.18 mV, SE ¼ 0.50; Mopen ¼ 2.39, SE ¼ 0.48). We also 
observed a significant main effect of Naturalness (F (1,13) ¼ 7.45, MSE 
¼ 1.51, p < 0.02), with natural scenes evoking a greater positive 
response than manmade scenes (Mnatural ¼ 3.10 mV, SE ¼ 0.44; Mman-

made ¼ 2.47 mV, SE ¼ 0.53) (Fig. 4c). No significant interactions were 
observed. 

In sum, we found that the early visually-evoked ERP components are 
sensitive to the GSPs of artificially-generated scene stimuli containing 
no color or semantic local object details, with differential responses of 
the P2 as well as the P1 and N1 components to open and closed scenes, as 
well as to manmade and natural scenes. Interestingly, while both GSPs 
modulated the P2 amplitude as previously observed with naturalistic 
scenes, the naturalness GSP effect observed with the current artificial 
scenes was in the opposite direction to that observed when using natu-
ralistic scenes (cf. Harel et al., 2016). One might interpret this seeming 
inconsistency as stemming from differences in image properties, raising 
the possibility that P2 is not sensitive to naturalness per se, but rather to 
low-level image properties that co-vary with scene naturalness. Texture, 
in particular, may be one of these properties. Indeed, our scenes contain 
prominent manmade and natural textural elements, which can serve as a 
robust diagnostic feature that is picked up by the visual system during 
the early stages of scene processing. To address this possibility, we 
conducted Experiment 2 in which we directly tested the impact that 
texture has on the early visually-evoked components. 

3.2. Experiment 2 

In Experiment 2, we directly tested the extent to which the natu-
ralness effect on P2 amplitude reflects lower-level texture processing, by 
substituting natural textures for manmade textures, while holding scene 
layout constant. Participants saw the exact scene images as in Experi-
ment 1 (except for the cave stimuli, see Materials and Methods above), 
but in addition they saw a texture-inconsistent version of each scene. If 
extraction of naturalness information depends on local textures, then P2 

activity should distinguish manmade-textured scenes from natural ones, 
irrespective of the global scene naturalness, resulting in a reversal of the 
P2 naturalness effect (i.e., natural > manmade). Alternatively, if P2 
reflects global processing of naturalness information, its effect will be 
observed independent of texture manipulations. To test these hypothe-
ses, we conducted an omnibus 3-way repeated-measures ANOVA on the 
amplitude of the individually defined peaks of each of the ERP compo-
nents, with Hemisphere (left, right), Naturalness (manmade, natural), 
and texture Consistency (consistent, inconsistency) as independent 
factors. Fig. 5 depicts the grand-average waveforms with the impact of 
naturalness and scene consistency on the mean peak amplitudes pre-
sented in Fig. 6. 

3.2.1. P2 component 
The posterior P2 component was highly sensitive to the naturalness 

of the scene, irrespective of its texture as evident in a significant main 
effect of Naturalness (F (1,22) ¼ 19.55, MSE ¼ 3.63, p < 0.0001). 
Manmade scenes evoked a higher response than natural scenes (Mman-

made ¼ 4.80 mV, SE ¼ 0.86; Mnatural ¼ 3.56 mV, SE ¼ 0.79), similar to the 
findings of Experiment 1. Critically, there was no significant interaction 
between Naturalness and Texture Consistency (F (1,22) ¼ 1.57, MSE ¼
1.68, p < 0.22), that is, the effect of Naturalness was observed both in 
the texture-consistent scenes (t (23) ¼ 2.83, p < 0.005) and the texture 
inconsistent scenes (t (23) ¼ 4.55, p < 0.001) (Fig. 6a). No additional 
significant interaction effects were found (all F’s < 1.00). In fact, 
Naturalness was the only significant factor to modulate the P2 ampli-
tude, with the exception of a marginal effect of Hemisphere (F (1,22) ¼
3.97, MSE ¼ 12.73, p < 0.06). Thus, foreground texture does not 
modulate the P2 sensitivity to whether the scene is manmade or natural, 
suggesting that P2 amplitude can be considered an index of Naturalness 
that is by and large independent of the local texture information. 

3.2.2. N1 component 
An analysis of the N1 component revealed that in contrast to the P2, 

which was not influenced by our manipulation of scene texture, N1 
amplitude was substantially impacted by it. First, Texture Consistency 
had a significant main effect (F (1,22) ¼ 19.74, MSE ¼ 0.87, p <
0.0001), with more negative amplitude to the texture-inconsistent 
scenes (M ¼ 0.13 mV, SE ¼ 0.74) than to the texture-consistent scenes 
(M ¼ 0.74 mV, SE ¼ 0.75). More importantly, however, Texture 

Fig. 5. Group-averaged waveforms for the manmade and natural scenes across the two levels of GSP naturalness consistency plotted for the left and right hemisphere 
at posterior lateral sites. Yellow and green solid lines represent activity for manmade and natural scenes containing consistent textures, respectively, while yellow and 
green stippled lines represent activity for manmade and natural scenes containing inconsistent textures, respectively. Note that initially, around the first 200 ms, the 
lines separate by local texture (natural textures have higher values than manmade textures), while after that, at the P2 level the lines separate by the global dimension 
of naturalness (manmade scenes have higher values than natural scenes), independent of local texture. (For interpretation of the references to color in this figure 
legend, the reader is referred to the Web version of this article.) 
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Consistency significantly interacted with the Naturalness of the scene (F 
(1,22) ¼ 39.45, MSE ¼ 1.98, p < 0.0001). As a follow-up of this inter-
action, we assessed the effect of Naturalness separately in each Texture 
Consistency condition (consistent, inconsistent). We expected the 
texture-consistent scenes to elicit a comparable effect to that observed in 
Experiment 1 (as they are essentially the same scenes used in Experi-
ment 1, the only difference being that the caves were not used in 
Experiment 2), namely, a more negative N1 amplitude to the manmade 
scenes compared with the natural scenes. The critical question was how 
would this effect play out in the texture-inconsistent scenes. If the 
Naturalness effect of this earlier component reflects the processing of 
local texture information than we should expect a reversal – a more 
negative response to the natural scenes, since they contain prominent 
manmade textures, than the manmade scenes, which now contain nat-
ural textures. This is exactly what we observed. For the texture- 
consistent scenes, N1 amplitude was significantly more negative to the 
manmade scenes (M ¼ 0.40 mV, SE ¼ 3.68) than to the natural scenes 
(M ¼ 1.09 mV, SE ¼ 3.68) (t (22) ¼ 1.95, p < 0.04), replicating the 
results of Experiment 1. In contrast, in the texture-inconsistent scenes we 
found the opposite pattern, with N1 amplitude significantly more 
negative to the natural scenes (M ¼ � 0.83 mV, SE ¼ 3.31) than to the 
manmade scenes (M ¼ 1.09 mV, SE ¼ 3.91) (t (22) ¼ 6.20, p < 0.0001) 
(Fig. 6b). We also found a significant main effect of Naturalness (F 
(1,22) ¼ 5.70, MSE ¼ 3.08, p < 0.03), but this effect is of less conse-
quence, given the disordinal interaction between Texture Consistency 
and Naturalness: the direction of the Naturalness effect is qualified by 
the extent to which the texture is commensurate with the overall scene 
category. 

3.2.3. P1 component 
Similar to the N1 component, a significant Naturalness by Texture 

Consistency effect (F (1,22) ¼ 8.73, MSE ¼ 2.13, p < 0.007) was 
observed on the P1 amplitude. This was the only significant effect on P1 
amplitude. Post-hoc analyses revealed that, similar to the N1 results, the 
effect of Naturalness reversed when the texture consistency of the scene 
was manipulated. Specifically, contrasting between manmade and nat-
ural scenes in the texture-consistent condition manifested in a signifi-
cant Naturalness effect (t (22) ¼ 2.35, p < 0.02), with natural scenes 
evoking a higher P1 amplitude (M ¼ 4.50, SE ¼ 0.48) than the manmade 
scenes (M ¼ 3.93, SE ¼ 0.58), replicating the P1 findings of Experiment 
1. Notably, when the texture was inconsistent with the semantic cate-
gory, the effect flipped (t (22) ¼ 1.82, p < 0.04), that is, the natural 
scenes now evoked a lower P1 response (M ¼ 3.73, SE ¼ 0.55) compared 
to the manmade scenes (M ¼ 4.44, SE ¼ 0.58) (Fig. 6c). Put differently, 
natural textures evoke a higher P1 amplitude relative to manmade 
textures, irrespective of the global scene background in which they are 
embedded. When the natural texture is part of natural scenes, this results 
in a higher P1 response to natural scenes, but when embedded in 
manmade scenes this results in higher response to the manmade scenes. 
Thus, unlike P2 which shows a naturalness effect that is independent of 
texture, the P1 shows a texture effect that is independent of scene 
naturalness. 

Together, the results of Experiment 2 show that neural sensitivity to 
the GSP of naturalness cannot be simply explained by or reduced to the 
processing of lower-level scene texture in the P2 component. In contrast, 
at very early stages of visual processing (at the level of P1 and N1 
components), texture consistency modulates the neural response to 
manmade and natural scenes, to the extent that the scene texture con-
sistency determines the direction of the effect of naturalness. However, 
by 220 ms post stimulus onset, texture consistency ceases to have an 
impact on the neural response to scene naturalness. In other words, the 
P2 indices global processing of scene naturalness, irrespective of local 
texture information. 

Fig. 6. Grand average ERP analysis results for Experiment 2. Mean peak am-
plitudes of the P2, N1 and P1components in response to manmade and natural 
scenes (yellow and green, respectively) presented separately for the 
Naturalness-consistent (left column) and Naturalness-inconsistent (right col-
umn) conditions. To facilitate visualization of all three ERP components, data 
from the consistent and inconsistent conditions are plotted on the same graph 
even when the interaction between Naturalness and Naturalness-Consistency 
was not significant (i.e. P2 component, top row: the long bar refers to the 
Naturalness-by-Consistency interaction and not to the main effect of consis-
tency). Also note that while the N1 peak amplitude is negative-going compared 
to the peaks of the P2 and P1 components (see Fig. 5), some conditions have 
positive N1 values and others have negative values. This was not the case in 
Experiment 1 and that is why negative values are plotted downward for the N1 
results in this graph. Regardless, when interpreting the N1 results from both 
experiments, the focus should be on which condition had a more negative peak 
amplitude. Data are collapsed across hemispheres. Significant differences (p <
0.05) between pairs of categories are denoted by an asterisk (error bars indicate 
between-subjects SE). All data are plotted for the posterior lateral sites. (For 
interpretation of the references to color in this figure legend, the reader is 
referred to the Web version of this article.) 
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4. Discussion 

The present study examined the extent to which early ERP responses 
to global scene properties (GSPs) are sensitive to low- and high-level 
scene features. To address this question, we perturbed low- and high- 
level sources of scene information by presenting our participants with 
computer-generated artificial scenes, which were devoid of color and 
rich semantic detail, respectively. We found that early, visually-evoked 
GSP responses could still be obtained in spite of the removal of color and 
detailed semantic scene content – arguably, two very salient types of 
scene information. We found that Spatial Expanse and Naturalness had a 
robust impact on the amplitude of the P1, N1 and P2 components in 
Experiment 1: P1 and P2 amplitudes were higher, and N1 amplitude was 
more negative in response to closed than open scenes. Scene naturalness 
also modulated the early components, with higher P2 amplitude in 
response to manmade than natural scenes, higher P1 amplitude to nat-
ural than manmade scenes, and N1 showed a weaker modulation by 
scene naturalness in the right hemisphere. As revealed in Experiment 2, 
local texture information was to a large extent the main driver of the 
naturalness effect at the earlier processing stages: P1 amplitude was 
higher in response to natural textures than manmade textures, and N1 
amplitude was more negative to manmade textures, irrespective of the 
type of scene they were embedded in (manmade or natural). In contrast, 
however, P2 sensitivity to the naturalness of the scenes was not per-
turbed by manipulations of local texture, further strengthening the 
notion that the P2 level (i.e. 220 ms post-stimulus onset) represents the 
time window in which GSPs are extracted from the scene. 

Together, our findings demonstrate that the neural signatures un-
derlying the early extraction of global scene information can be 
observed even when prominent sources of non-global scene information 
are absent from the scene. This of course does not mean we have elim-
inated (and in fact, can ever eliminate if we want to maintain ecological 
validity) all non-global factors (physical image properties in particular), 
and it does not imply that lower-level visual information plays no role 
whatsoever in the extraction of GSPs. But it does support the idea that 
early ERP responses to GSPs are resilient to manipulation of at least two 
non-global factors (i.e., color and semantic object details). Furthermore, 
the earlier components (P1, N1) are more sensitive to lower-level visual 
information such as texture, whereas P2 is not, and is likely where GSPs 
are extracted without influence of low-level visual information. 

Introduced by Oliva and co-authors (Greene and Oliva, 2009b, 
2009a; Ross and Oliva, 2010), GSPs can be considered as scene primi-
tives (i.e., essential image elements) that contain crucial, ecological 
information about scenes, particularly their spatial structure, constancy 
and function. Notably, Oliva and colleagues argued that these scene 
primitives are global in that they do not necessitate the extraction of 
information about specific objects or confined locations. Global infor-
mation has been suggested to be processed rapidly and pre-attentively in 
a mandatory, stimulus-driven fashion to support a subsequent, more 
elaborate visual analysis (Bar, 2003; Bar et al., 2006; Fabre-Thorpe, 
2011; Hochstein and Ahissar, 2002). Previous research using a variety of 
behavioral paradigms has shown that global information is essential for 
scene perception, and is processed either in parallel with or even prior to 
local scene information (Brady et al., 2017; Kauffmann et al., 2015; 
Peyrin et al., 2006; Schyns and Oliva, 1994). 

The findings from the current study are in line with the results from 
two previous ERP studies using naturalistic scene images in showing that 
early, visually-evoked potentials, particularly the P2 component, cap-
ture the global structure of scenes. In the first study, Harel et al. (2016) 
reported that the posterior P2 component, peaking around 220 ms after 
stimulus onset, contains scene information at three levels of increasing 
granularity: First, the amplitude of the P2 component was more positive 
in response to scenes than to other complex visual categories, such as 
faces and common objects. Second, P2 amplitude not only distinguished 
between scenes and other visual categories, but was also sensitive to 
distinctions within scenes: it was higher to closed natural scenes than 

open natural scenes, and higher to natural than manmade scenes (in 
contrast to the opposite direction observed here; see below). Third, P2 
amplitude was not only diagnostic of the naturalness and spatial expanse 
of scenes at the average level (i.e. across scene exemplars), but was also 
diagnostic at the level of individual scenes. Specifically, the variance in 
P2 response to individual scene images was significantly explained by 
both summary image statistics approximating the GSPs of naturalness 
and spatial expanse, and by subjective behavioral ratings of the scenes 
based on their GSPs. In a second study, Hansen and co-authors (2018) 
used the same scene images as in Harel et al. (2016), replicating the 
finding that P2 amplitude is modulated by naturalness and spatial 
expanse, and demonstrating that the extraction of global scene infor-
mation occurs in a mandatory, stimulus-driven fashion. This was based 
on the finding that P2 response to the two GSPs was not overly modu-
lated by the behavioral relevance of the particular GSP to the experi-
mental task. Our current findings are mostly consistent with the results 
of these studies, supporting the idea that P2 amplitude can be used as a 
marker for the scene’s spatial expanse and naturalness (the different 
directionality of P2 results for naturalness will be discussed in further 
detail below). 

Notably, the current set of minimalistic, artificially-generated scene 
stimuli is very different than the set of scene stimuli used in the Harel 
et al. (2016) and Hansen et al. (2018) studies. Theirs was a very rich 
stimulus set of 96 naturalistic colorful images, spanning sixteen different 
basic-level scene categories. In contrast, the current study employed a 
relatively homogenous set of grayscale scene stimuli, comprising only 
four generic scene categories (a room, a rooftop, a cave, and a barren 
‘desert’ landscape). The scenes were lacking prominent objects and 
other various details which often characterize naturalistic scene images 
(the main source of variation across the individual scenes being the 
specific combinations of layout and texture). However, in spite of these 
differences in appearance, robust modulations of the P2 amplitude were 
found across all three studies for both spatial expanse and naturalness, 
demonstrating that GSP-related neural responses can be observed across 
substantial variations in physical and semantic scene properties. In 
particular, Spatial Expanse manifested similarly for the full-color real--
world scenes and grayscale artificial scenes, with closed scenes evoking 
a higher P2 amplitude than open scenes. 

As for naturalness, it also modulated the P2 amplitude for both real- 
world and artificial scenes, but interestingly, whereas in the former case 
natural scenes evoked a higher amplitude than manmade scenes, in the 
latter case manmade scenes evoked a higher response than natural 
scenes. These opposite directions of the naturalness effect might reflect 
differential contributions of local image properties to the two sets of 
scene stimuli, which nonetheless separate the manmade from the nat-
ural scenes. This possibility is in line with an alternative, low-level ac-
count of GSPs, which considers GSPs as diagnostic for scene recognition 
only to the extent that they are consistent with differences in local, low- 
level visual features (e.g. Loschky and Larson, 2010). Addressing this 
possibility was our main motivation for conducting Experiment 2, in 
which we tested the role that local texture information plays in driving 
the P2 naturalness effect. We found that the naturalness effect on P2 
amplitude (manmade greater than natural scenes) was the same when 
using texture consistent scenes (i.e., the scenes from Experiment 1) and 
texture inconsistent scenes (i.e., using prominent manmade textures in 
natural scenes and vice versa), while in contrast, the earlier 
visually-evoked components (P1, N1) reversed the direction of their 
naturalness effect for texture inconsistent scenes, demonstrating sensi-
tivity to local textures. This finding further strengthens the idea that P2 
amplitude captures the extraction of intermediate-level, global scene 
information whereas the P1 and N1 effects are more sensitive to 
low-level visual information. The reason why the P2 naturalness effect 
reversed direction compared with previous studies still needs to be 
determined. Indeed, we haven’t explored all possible low-level image 
properties that might have contributed to the difference in the direction 
of the naturalness effect. Recent research, for instance, has focused on 
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non-accidental scene properties as critical for scene categorization, 
primarily contour junctions (Choo and Walther, 2016; Walther and 
Shen, 2014), the spatial location of contour junctions (Wilder et al., 
2018), and their symmetry (Wilder et al., 2019). It might be possible that 
the natural and manmade scenes in our current study differed along any 
of these nonaccidental properties, and this difference might have man-
ifested in an opposite fashion compared with the scenes used in previous 
studies. It should be noted, though, that the task of elucidating the exact 
differences in stimulus properties that would counteract each other is 
not a straightforward one. For example, the manmade scenes of the 
current study differed in their contrast energy from the natural scenes, 
but not in their spatial coherence (Mzozoyana et al., 2017). In contrast, 
the real-world scenes differed in their spatial coherence, but not in their 
contrast energy (Harel et al., 2016). Moreover, the manmade- and 
natural-artificial scenes also differed in their Fourier spectrum proper-
ties, while no such difference existed between the manmade and natural 
real-world scenes (Harel et al., 2016; Mzozoyana et al., 2017). In addi-
tion, differences in image format (i.e., natural photographs vs. 
artificially-generated images), or experimental design (i.e., naturally 
occurring variations in scene texture and layout vs. experimentally 
controlled variations in these scene features) could be responsible for the 
reversal of the P2 naturalness effect in the present study. Future research 
will be required to elucidate the underlying nature of this reversal, 
particularly the extent to which the explanation for this reversal is 
weighted more towards low-level image properties or intermediate-level 
GSPs. Irrespective of the specific direction of the P2 naturalness effect, it 
is still notable in the current context that a significant difference be-
tween manmade and natural scenes was manifest not only in response to 
rich real-world scenes, but also in response to artificially-generated 
scenes deprived of color and object content.2 

We suggest that the tolerance to changes in scene appearance evident 
in the P2 responses to the GSPs of spatial expanse and naturalness re-
flects the extraction of diagnostic scene information, which generalizes 
across variations in scene images and emphasizes the significance of 
intermediate-level representations to scene recognition. Intermediate- 
level representations have the computational advantage of being more 
informative than simple local features for describing large-scale scenes, 
which vary in the distribution of information across the entirety of the 
scene. At the same time, intermediate-level representations are also 
economical in their computational demands – a minimal amount of vi-
sual processing of scene properties such as structural layout and the 
potential for action is enough to capture the key essence of a scene 
(Brady et al., 2017; Greene and Oliva, 2009a; Aude Oliva and Torralba, 
2001). This makes global intermediate representations important for 
scene recognition, as these representations can retain essential infor-
mation for scene processing across a variety of changes in image 
appearance. We therefore argue that as long as the scene contains these 
key sources of information (i.e. GSPs), even when other sources of in-
formation are absent from the scene (e.g., color, texture, foreground 
objects), one should expect scene recognition to be relatively unper-
turbed, both at the behavioral and neurophysiological level. 

Further support for this notion comes from two recent studies. First, 
Brady, Shafer-Skelton, and Alvarez (2017) examined the role of global 
ensemble textures (spatial patterns of orientation and spatial frequency 
information) in rapid scene categorization, and reported that priming 
effects of scene background on object recognition could be observed 

even when the scene was unrecognizable (i.e. when the semantic 
meaning of scenes was eliminated), as long as the global ensemble 
texture information was preserved (see their Experiment 2). In other 
words, a scene still exerts its ‘semantic’ impact, as long as it retains its 
global spatial properties. Moreover, Brady et al. (2017, Experiment 1) 
demonstrated that sensitivity to changes in spatial ensemble structure 
was strongly correlated with the faciliatory effect of the scene back-
ground on object recognition, but neither of these measures correlated 
with a measure of object-based summary statistics (orientation). These 
two experiments converge on the idea that global scene information is 
intrinsically linked with scene recognition, and importantly, that it can 
be distinguished from low- and high-level sources of information. Sec-
ond, more direct evidence for the central role that GSPs play in scene 
recognition comes from a series of behavioral adaptation experiments 
(Greene and Oliva, 2010). The idea at the base of this work is that the 
environmental regularities captured by GSPs are encoded at early stages 
of visual processing, and therefore should evoke perceptual aftereffects. 
Indeed, GSPs like spatial expanse, naturalness, and navigability pro-
duced substantial aftereffects. Notably, these aftereffects were also 
evident across changes in stimulus location (i.e., position-invariant), 
meaning that the aftereffects are not the result of adaptation to 
low-level properties of the stimulus. Lastly, a further demonstration of 
the close link between GSP processing and basic-level scene categori-
zation came from the finding that adaptation to particular values of 
spatial expanse (open/closed) led to a change in the subjective percep-
tion of the scene category (either as a field or a forest, respectively). 
Thus, in spite of differences in methodology and experimental para-
digms, these two behavioral studies combined with our current elec-
trophysiological study all converge on the conclusion that GSPs are 
encoded during the early stages of scene perception, are heavily 
involved in the perception of scene gist, and provide a means of bridging 
across low- and high-level sources of scene information by preserving 
global spatial information. 

While thus far we have focused on P2 as the main time window in 
which GSP processing is manifest, we also found earlier visually-evoked 
ERP components to be sensitive to the GSPs contained in the artificially- 
manipulated scene stimuli. Specifically, significant effects of Natural-
ness and Spatial Expanse were observed on the amplitude of both P1 and 
N1 components. The P1 and N1 effects indicate that GSPs may be 
extracted earlier than 220 ms, putatively as early as 120–150 ms after 
stimulus onset, although this seems to reflect the impact of GSPs to the 
extent that they are associated with low-level image features, such as 
texture. The results of Experiment 1 could not unambiguously determine 
whether global (i.e., scene category) or local (i.e., texture) information 
was driving the P1 (and N1) naturalness effect. Teasing apart these two 
factors in Experiment 2 revealed that the determining factor is the 
texture itself rather than scene category, for both P1 and N1. Given that 
the first visually-evoked ERP component observed at lateral occipital 
electrode sites, P1, is especially sensitive to variations in physical 
stimulus properties such as contrast and luminance (for a review, see 
Luck, 2014), we suggest that the P1 sensitivity to the scene’s naturalness 
and spatial expanse may thus reflect the discrimination of GSPs based on 
low-level image features other than color. Our findings are in line with 
previous studies reporting early effects of Spatial Expanse and Natu-
ralness, some recording from midline occipital electrodes (Groen et al., 
2013; Lowe et al., 2018) and others recording from the same posterior 
lateral electrodes reported here (Hansen et al., 2018; Harel et al., 2016). 
A similar account was made by Lowe et al. (2018) who found that the 
onset of scene naturalness and spatial expanse discrimination starts as 
early as the P1 time window, with discrimination activity extending to 
the N1–P2 time window. Lowe at al. suggested that low-level image 
statistics are essential for scene perception, insofar as they capture the 
holistic and diagnostic structure of a scene. 

It is important to note that we do not argue in the present work that 
the early GSP-related responses (i.e., P2) are driven exclusively by global 
information. Rather, we consider GSPs as a way of bridging the large gap 

2 Parenthetically, it is interesting to note that the recent rise in multivariate 
decoding approaches puts the directionality difference in the naturalness effect 
into a broader context. To yield significant classification accuracy, such 
decoding approaches (e.g. linear discriminant analysis; Parra et al., 2005) 
require establishing a difference between the patterns of neural activity in 
response to two or more conditions. This means that a difference, in general, is 
an important source of information regardless of the direction of the difference 
(Mur et al., 2009). 

A. Harel et al.                                                                                                                                                                                                                                   



Neuropsychologia 141 (2020) 107434

11

between the scene’s low-level physical properties (e.g. image contrast) 
on the one hand, and higher-level observer-based ecological properties 
(e.g. navigability affordances), on the other. Both ends of the repre-
sentational continuum have been demonstrated to contribute to scene 
understanding (for recent reviews and discussion, see Malcom et al., 
2016; Groen et al., 2017), which ultimately leads to the following 
question: How does the visual system make use of both types of scene 
information? How do the two (or more) sources of information get in-
tegrated? We suggest that to understand this question, one must 
consider scene understanding as a process that is achieved through 
multiple routes; oftentimes these multiple routes to scene understanding 
are indeed related, but oftentimes, they traverse standard definitions of 
what constitutes low- or high-level information. This is because in scene 
recognition, in contrast to other visual domains, such as object recog-
nition or word recognition, the different sources of information cannot 
be easily teased apart. For example, beach scenes have a higher likeli-
hood to be dominated by low spatial frequencies, due to the presence of 
a prominent horizontal boundary and large homogeneous sections (sky 
and beach), resulting in an open spatial layout (Groen et al., 2017). 
Thus, given that these sources of information often co-vary and evince 
many self-similarities, it seems ineffective to reduce scene recognition to 
just a single scene dimension (be it low-level or high-level, for that 
matter), as this provides at best a partial, incomplete picture of scene 
understanding. Instead, one should study the joint combinations of 
multiple factors, which together determine the nature of scene recog-
nition (as well as the circumstances under which they become diagnostic 
for the specific task at hand; see Lowe et al., 2016). We suggest that GSPs 
serve this exact function, as they capture both ends of the information 
spectrum: on the one hand, they are related to several summary image 
statistics, but on the other hand they are closely related to behavior and 
reflect high-level ecological properties of organization. At the neural 
level, this means that for an ERP component such as the P2 to be 
considered GSP-sensitive, it needs to be partially based on the extraction 
of low-level visual information (e.g., for naturalness, some image sta-
tistic diagnostic of the difference between natural and man-made 
scenes), but not at a local spatial scale. That is, GSPs may be sensitive 
to low-level visual features, but only at a broader spatial scale (i.e., 
global!). Thus, a GSP-sensitive component has to be sensitive to some 
image properties (importantly, “low-level” image-properties should not 
be equated with local features), while at the same time invariant to other 
image properties as long as the global layout of the scene is retained. 
These mutliple contributions from visual features at all stages of the 
visual-processing hierarchy simply reflect the complex nature of scene 
perception. 

Indeed, the Harel et al. (2016) study (see above) showed that while 
summary image statistics (contrast and Fourier spectrum measures) 
could explain a substantial amount of the variance of the P2 amplitude, 
adding behavioral ratings of the spatial expanse and naturalness of the 
same scene images (i.e. participants’ subjective perception of the GSPs) 
contributed a substantial amount of explanatory power, with GSP 
behavioral ratings explaining a notable amount of the P2 variance above 
and beyond the image statistics alone. This directly supports our idea 
that while low-level image statistics are correlated with GSPs, image 
statistics alone are not sufficient to explain the early neural responses to 
scenes. Further support for this idea comes from a recent computational 
neuroimaging study (Lescroart et al., 2015). The authors aimed to 
determine the nature of representations in scene-selective areas PPA, 
OPA and RSC by applying voxel-wise modeling to BOLD fMRI responses 
to scene images, testing three competing models of scene recognition: 
(1) using 2D Fourier power features, (2) using 3D spatial features (e.g. 
relative distance), or (3) using abstract features (e.g. scene category). 
Critically, the authors found – consistent with the Harel et al. (2016) 
findings - that the response variance explained by these three models is 
largely shared, and that the individual models actually explain very little 
unique variance. The implication of this finding is that one cannot 
a-priori consider one level of representation as more privileged than the 

other, and further, it emphasizes the idea suggested above that scene 
information is extracted at multiple levels. Future research is required to 
determine the exact nature of the interplay between the different sour-
ces of scene information. A promising direction would be to manipulate 
low-level (and intermediate- and high-level, for that matter) visual in-
formation at both local and global spatial scales and examine their 
impact on the P2 response to manmade and natural scenes. Of additional 
importance will be electrophysiological studies revealing how these 
factors unfold over time. For example, a potential study could examine 
the extent to which the presence or absence of diagnostic, 
semantically-related objects modulates the early scene-evoked re-
sponses (for a fMRI analog, see Harel et al., 2013). 

In summary, we show here that the early electrophysiological re-
sponses to artificially-generated scenes carry robust information about 
the global properties of scenes, distinguishing scenes based on their 
spatial expanse and naturalness. At the level of P1 and N1, this is likely 
driven by lower-level visual information (e.g., texture, summary image 
statistics), but the extraction of GSPs at the P2 component is likely in-
dependent of lower-level sources of visual information and instead re-
flects intermediate-level features. The GSP effects observed with such 
‘impoverished’ artificially-generated scenes resemble in their magnitude 
and latency the same effects previously observed with realistic, real- 
world scenes, particularly for spatial expanse. Thus, our findings pro-
vide support for the notion that global scene information is central to 
scene recognition, and further emphasize the utility of ERPs as a means 
to elucidate the temporal dynamics underlying the extraction of GSPs in 
scene perception and recognition. 
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