NeuroImage 211 (2020) 116629

Contents lists available at ScienceDirect

Neurolmage

Neurolmage

journal homepage: www.elsevier.com/locate/neuroimage

One bad apple spoils the whole bushel: The neural basis of R)

Check for

outlier processing

Jonathan S. Cant®", Yaoda Xu"

@ Department of Psychology, University of Toronto Scarborough, Toronto, ON, M1C 1A4, Canada
Y Department of Psychology, Yale University, New Haven, CT, 06477, USA

ARTICLE INFO ABSTRACT

Keywords:

Object-ensemble perception
Outlier perception

Scene perception

fMRI

Ventral visual stream

How are outliers in an otherwise homogeneous object ensemble represented by our visual system? Are outliers
ignored because they are the minority? Or do outliers alter our perception of an otherwise homogeneous
ensemble? We have previously demonstrated ensemble representation in human anterior-medial ventral visual
cortex (overlapping the scene-selective parahippocampal place area; PPA). In this study we investigated how
outliers impact object-ensemble representation in this human brain region as well as visual representation
throughout posterior brain regions. We presented a homogeneous ensemble followed by an ensemble containing
either identical elements or a majority of identical elements with a few outliers. Human participants ignored the
outliers and made a same/different judgment between the two ensembles. In PPA, fMRI adaptation was observed
when the outliers in the second ensemble matched the items in the first, even though the majority of the elements
in the second ensemble were distinct from those in the first; conversely, release from fMRI adaptation was
observed when the outliers in the second ensemble were distinct from the items in the first, even though the
majority of the elements in the second ensemble were identical to those in the first. A similarly robust outlier
effect was also found in other brain regions, including a shape-processing region in lateral occipital cortex (LO)
and task-processing fronto-parietal regions. These brain regions likely work in concert to flag the presence of
outliers during visual perception and then weigh the outliers appropriately in subsequent behavioral decisions. To
our knowledge, this is the first time the neural mechanisms involved in outlier processing have been systemat-
ically documented in the human brain. Such an outlier effect could well provide the neural basis mediating our
perceptual experience in situations like “one bad apple spoils the whole bushel”.

1. Introduction

How are outliers represented in the brain? On the one hand, outliers
can be salient and affect the quality of our experience, such as when one
bad apple spoils the whole bushel. On the other hand, we may ignore
outliers and discount their influence, such as ignoring the few leaves
randomly mixed in with a box of fresh raspberries. Here we show that the
presence of outliers significantly alters the neural representations of
object ensembles in multiple human cortical regions despite a task that
required participants to actively ignore outliers.

There has been increasing interest in the cognitive mechanisms
mediating the processing of large collections, or ensembles, of multiple
objects (Whitney and Leib, 2018). The visual system appears to capitalize
on the redundancy of ensembles by forming a compressed statistical
representation of the world when processing visual information (Balas

et al., 2009; Oliva and Torralba, 2001; Rosenholtz, 2011; Rosenholtz
etal., 2012). This representation can take the form of a summary statistic
of the image, such as the mean size of circles (Ariely, 2001), the mean
orientation of lines (Dakin and Watt, 1997), the mean identity or
expression of a crowd of faces (de Fockert and Wolfenstein, 2009; Hab-
erman and Whitney, 2007), and the mean lifelikeness of a group of ob-
jects (Yamanashi Leib et al., 2016).

Consistent with our ability to ignore outliers, Haberman and Whitney
(2010) demonstrated that judgments of the mean emotional expression
of a set of 12 faces containing 2 deviant expressions were made by dis-
counting the outlier faces. Specifically, participants’ reports of mean
expression were more sensitive to the local mean of the set (the mean
expression of the 10 faces that were not outliers) compared with the
global mean (the mean expression of all 12 faces). Since outliers increase
the variability of a set and potentially make estimates of the mean less
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reliable (Haberman and Whitney, 2010), discounting outliers may have
adaptive value in visual perception. Despite our ability to ignore outliers,
there are situations in which outliers can dominate visual experience,
such as in visual feature search when an outlier item “pops out” from the
set it is contained within (Treisman and Gelade, 1980). Recent studies
have also demonstrated that, in addition to the mean, the range of a set is
also implicitly extracted in ensemble perception (Khayat and Hochstein,
2018), and the outer boundaries of the range are used to detect outliers
(Hochstein et al., 2018). Thus, outliers may not always be discounted in
ensemble perception, since their presence may represent important in-
formation that may be relevant to the planning of future actions within
our environment.

Less is known about the neural substrates mediating object-ensemble
perception. In the first neuroimaging study to investigate this, we used
functional magnetic resonance imaging adaptation (fMRI-A) and found
that anterior-medial visual regions (in parahippocampal cortex) are
sensitive to processing object ensembles (Cant and Xu, 2012). These re-
gions have been associated with texture (Cant et al., 2009; Cant and
Goodale, 2007, 2011; Peuskens et al., 2004) and scene processing (in the
parahippocampal place area, or PPA; Epstein and Kanwisher, 1998). The
existence of ensemble processing in this region is likely because
ensemble, texture, and scene processing all rely on the extraction of
statistical visual information (e.g., compressing visual redundancies into
summary statistical representations). In subsequent studies we discov-
ered that ensemble representation in PPA was sensitive to processing the
ratio and identity of different objects comprising a heterogeneous
ensemble (Cant and Xu, 2015), and the shape and texture of ensemble
elements (Cant and Xu, 2017). Interestingly, PPA was not sensitive to
processing ensemble features such as density, colour, and spatial fre-
quency. This suggests that ensemble representation in anterior-medial
ventral visual cortex is based on mid-to high-level, rather than
low-level, visual information. Meanwhile, we did not observe robust and
consistent ensemble sensitivity in other scene-selective cortical areas,
namely, the retrosplenial complex (RSC) and occipital place area (OPA).
We also found that the lateral occipital area (LO) processes shape from
local ensemble elements, suggesting that in addition to its role in pro-
cessing the shape of single objects (Grill-Spector et al., 1999; Kourtzi and
Kanwisher, 2001; Malach et al., 1995), LO extracts shape out of more
cluttered and ecologically valid images (Cant and Xu, 2012, 2015; 2017).

In the present study, we examined the impact of outliers on ensemble
representation using an fMRI-adaptation paradigm, wherein participants
were presented with a homogeneous ensemble containing 25 identical
elements followed by another ensemble containing a majority of iden-
tical elements with 0 (i.e., also homogeneous, with no outliers), 2, or 4
outliers. Participants were asked to ignore the outliers and judge whether
the two ensembles were mostly the same or different. For same judg-
ments, the majority of the elements in the second ensemble were iden-
tical to those in the first, except for the outliers which were visually
distinct. For different judgments, the majority of the elements in the
second ensemble were distinct from those in the first, except for the
outliers which were identical to those in the first ensemble. If outliers are
effectively ignored due to the demands of the task and their minority
status in the ensemble, then we should see insensitivity to processing
outliers in a brain region (i.e., adaptation in all same-judgment trials, and
a release from adaptation in all different-judgment trials). If, however,
outliers dominate perception because their presence changes the nature
of an otherwise homogeneous ensemble, then we should see sensitivity to
the presence of outliers in a brain region (i.e., a release from adaptation
in same-judgment trials, and adaptation in different-judgment trials, as
outliers are introduced). We examined how the presence of outliers af-
fects the representation of ensembles in anterior-medial ventral visual
cortex (i.e., PPA). In addition to PPA, we examined cortical regions that
play different roles in various aspects of visual processing (i.e., RSC, OPA,
early visual cortex, or EVC, LO, and the fusiform face area, or FFA), as
well as in posterior parietal cortex (PPC), and asked whether the effect of
outliers are specific to PPA, or are more general and wide-spread.
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2. Materials and methods
2.1. Participants

Fifteen paid participants took part in this study (10 female, 5 male;
mean age = 27.07, range = 20-35 years), all of whom were recruited
from the Harvard University community, and all were right-handed, re-
ported normal color vision, normal or corrected-to-normal visual acuity,
had no history of neurological disorder, and gave their informed consent
to participate in the study in accordance with the Declaration of Helsinki.
The experiments were approved by the Committee on the Use of Human
Subjects at Harvard University.

Two additional participants took part in the study but were excluded
from further analysis due to either significant head motion during the
experiment (i.e., translations and rotations in excess of 3 mm and 3°,
respectively) or very poor behavioral performance in the adaptation task
(see Behavioral data analysis for more details), rendering their f{MRI data
unreliable and difficult to interpret. Importantly, a power analysis
revealed that the total sample size required for our study (one-way
repeated measures ANOVA with 6 levels of the factor ‘Condition’, see
‘Statistical analysis’ for more details), assuming a large effect size (0.4)
based on Cohen’s f, an alpha level of 0.01, and a power value of 0.95, is
15 participants. Given that we consistently see large effect sizes in our
previous fMRI studies of ensemble processing (effect sizes for our three
previous fMRI studies are given in the Supplementary Results) and our
sample size in this study is 15, we feel that we are sufficiently powered to
detect significant effects.

2.2. Stimuli and experimental design

Adaptation experiment A fast event-related fMRI-adaptation para-
digm, as was used in Cant and Xu (2012, 2015, 2017), was used in this
experiment. Each trial contained a sequential presentation of 2 images
and participants were asked to compare the two stimuli and make a
same/different judgment relating the majority of similar items in the
second ensemble to the items in the first (see below and Fig. 1A for more
details).

The stimulus set for each participant was generated online, with the
constraint that certain pairs of objects could not appear together if they
were visually too similar in color and/or shape. Each stimulus set con-
tained computer-generated object ensembles (25 objects in each
ensemble) that were either entirely homogeneous (containing 25 repe-
titions of the same object) or mostly homogeneous (containing 23 or 21
repetitions of the same object, but with either two or four repetitions,
respectively, of a second object which served as outliers; see Fig. 1B). The
two types of objects in an ensemble were roughly the same size but were
otherwise highly distinguishable from each other, and were drawn
randomly from a pool of 40 different line-drawing objects (24 of which
were man-made objects, and 16 of which were natural objects, i.e., fruits,
vegetables, insects, and flowers). These 40 objects were a subset of the
colored line-drawing objects developed by Rossion and Pourtois (2004).
Since objects appeared in different orientations in the ensemble, only
objects that could naturally appear in random orientations were included
in our set of 40 objects. Altogether, our object pairs were chosen from
540 possible pairs of highly distinctive objects. All images subtended
12.5° x 12.5° of visual angle (this also applied to all the images used in
the object/face/scene localizer).

There were a total of 6 stimulus conditions (Fig. 1A): (1) Same —
0 outliers (Same0): the same homogeneous ensemble image, with no
outliers, was presented two times successively; (2) Same — 2 outliers
(Same2): 23 of the elements in the second ensemble were identical to
those in the first, except for 2 outliers which were visually distinct; (3)
Same — 4 outliers (Same4): 21 of the elements in the second ensemble
were identical to those in the first, except for 4 outliers which were
visually distinct; (4) Different — 0 outliers (Different0): two distinct ho-
mogeneous ensemble images (each with no outliers) were presented
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successively; (5) Different — 2 outliers (Different2): 23 of the elements in
the second ensemble were distinct from those in the first, except for 2
outliers which were identical to the objects in the first ensemble; and (6)
Different — 4 outliers (Different4): 21 of the elements in the second
ensemble were distinct from those in the first, except for 4 outliers which
were identical to the objects in the first ensemble.

Each trial lasted 6 s, beginning with a 500 ms fixation, followed by
two successively presented images (each presented for 500 ms, with a
300 ms blank fixation in between), and ending with a 4200 ms blank
response screen. Participants were asked to ignore the outliers and judge
whether the two ensembles were mostly the same or different by pressing
the appropriate response button with their right index or middle finger,
respectively (with conditions 1, 2, and 3 requiring a ‘same’ response, and
conditions 4, 5, and 6 requiring a ‘different’ response). In addition to the
stimulus trials, there was also 6-s blank fixation trials in which no images
were presented. Trial order was pseudorandom and balanced for trial
history (e.g. trials from all conditions including fixation were preceded
and followed equally often by trials from all the conditions, including
itself, for one trial back and forward; see Kourtzi and Kanwisher, 2001;
Xu and Chun, 2006; Cant and Xu, 2012, 2015, 2017). To balance the trial
order for the first and last trials in each sequence, two 6 s filler trials were
also added, with one at the beginning and one at the end of the sequence.
These filler trials were removed during data analysis. There was alsoa 3 s
fixation period at the beginning of the run to orient participants’ atten-
tion to the display before the onset of the visual stimuli. Each run ended
with another 3 s fixation period. To further balance trial history, trial
order was rotated among the conditions in different runs and among
different participants. Each adaptation run lasted 5 min and 12 s and
contained 7 trials for each stimulus condition. All participants took part
in four adaptation runs.

Object/Face/Scene localizer The stimuli used to localize object-,
face-, and scene-sensitive areas of cortex consisted of photographs of
various indoor and outdoor scenes (e.g. furnished rooms, buildings, city
landscapes, and natural landscapes), both male and female faces, com-
mon objects (e.g. cars, chairs, food, and tools), and phase-scrambled
versions of the common objects.
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A single run consisted of presenting four blocks each of scenes, faces,
intact objects and phase-scrambled objects. Each stimulus block was 16-s
long and contained 20 different images, each lasting 750 ms and followed
by a 50 ms blank period. No images were repeated within or across blocks
in a given run. To ensure attention to the displays, participants fixated at
the center and detected a slight spatial jitter, occurring randomly in 1 out
of every 10 images. In addition to the stimulus blocks, there were also 8-s
fixation blocks presented at the beginning, middle, and end of each run.
Following Kanwisher et al. (1997) and Epstein and Kanwisher (1998), we
used two unique and balanced run orders. Each run lasted 4 min and 40 s.
All participants took part in three runs of this localizer.

2.3. Apparatus

Stimulus presentation and the collection of behavioral responses (via
a response pad placed in the participant’s right hand) were controlled by
an Apple MacBook Pro (Apple Corporation, California, USA) running
MATLAB with Psychtoolbox extensions (Brainard, 1997; Pelli, 1997).
Each image was rear projected via an LCD projector (Sharp Notevision
XG-C465X, resolution of 1024 x 768, Sharp Corporation, Pennsylvania,
USA) onto a screen mounted behind the participant as he or she lay in the
scanner bore. The participant viewed the images through an angled
mirror mounted to the head coil directly above the eyes.

2.4. Imaging parameters

This study was conducted on a 3.0 Tesla Siemens MAGNETOM Tim
Trio (Erlangen, Germany) whole-body imaging MRI system at the Center
for Brain Science, Harvard University (Cambridge, Massachusetts, USA).
A Siemens radio-frequency (RF) 32-channel head coil was used to collect
BOLD weighted images (Ogawa et al.,, 1992). For high-resolution
anatomical images, T1l-weighted 3-D magnetization prepared rapid
acquisition gradient echo (MPRAGE) sagittal slices covering the whole
brain were collected (inversion time 1100 ms, echo time, or TE, 1.54 ms,
repetition time, or TR, 2200 ms, flip angle 7°, 256 x 256 matrix size, 144
slices, 1.0 mm x 1.0 mm x 1.0 mm voxel size). For the functional runs, a
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T2*-weighted echo-planar gradient echo pulse sequence (72 x 72 matrix
size, field of view 21.6 cm) with TR of 1.5 s was used in the adaptation
experiment (TE 29 ms, flip angle 90°, 208 vol). Another pulse sequence
with TR of 2.0 s was used for the localizer runs (TE 30 ms, flip angle 85°,
140 vol). Twenty-four 5-mm-thick (3 mm x 3 mm in-plane, 0 mm skip)
slices parallel to the anterior and posterior commissure line were
collected in all the functional runs.

2.5. Statistical analysis

fMRI data analysis fMRI data were analyzed with Brain Voyager QX
(Brain Innovation, Maastricht, The Netherlands). Data pre-processing
included slice acquisition time correction, 3D motion correction, linear
trend removal, and Talairach space transformation (Talairach and
Tournoux, 1988).

Data from the object/face/scene localizer was analyzed using a gen-
eral linear model (GLM), accounting for hemodynamic lag (Friston et al.,
1995). Following Epstein and Kanwisher (1998), the PPA ROI was
defined as regions in the collateral sulcus and parahippocampal gyrus
whose activations were higher for scenes than for faces and objects (false
discovery rate g < 0.05; this threshold applies to all functional regions
localized in individual participants) (see Fig. 2A). Following Epstein and
Higgins (2007) and Dilks et al. (2013), the RSC and OPA ROIs were
defined as regions in restrosplenial cortex-posterior cingulate-medial
parietal cortex, and transverse occipital cortex, respectively, whose ac-
tivations were higher for scenes than for faces and objects. Following
known anatomical criteria and the procedure established in a number of
previous studies (e.g., Grill-Spector et al., 1999; James et al., 2003;
MacEvoy and Epstein, 2011; Cant and Xu, 2015), retinotopic EVC was
defined as a region around the Calcarine sulcus that showed higher
activation for scrambled compared with intact objects. Following Grill--
Spector et al. (2000), LO was defined as a region in lateral occipital cortex
near the posterior inferotemporal sulcus whose activations were higher
for intact objects than for phase-scrambled objects. Following Kanwisher
et al. (1997), the FFA was defined as a region in extrastriate cortex along
the fusiform gyrus that showed higher activation for faces than scenes
and objects. Finally, two regions were localized in PPC using separate sets
of imaging data. The first, PPC1, was localized individually in each
participant using the object/face/scene localizer and was defined as a
region that showed greater activation for intact compared with scram-
bled objects. This region was generally located along the superior portion
of the intraparietal sulcus in each participant. The second region, PPC2,
was localized using the group adaptation data from all 15 participants
and was defined as a region that showed greater activation for all 6
adaptation conditions compared with baseline fixation (at a false dis-
covery threshold of g < 0.001 owing to the large amount of activation
observed with this contrast; PPC1 was defined using the same threshold
to facilitate comparisons across both parietal regions). We used group
data to define PPC2 because initially we were not able to localize a PPC
region consistently in each participant using their respective adaptation
data. This group region was projected onto each participant’s brain
separately and was generally located more laterally and slightly anterior
than each participant’s individual PPC1. Because PPC2 differed in its
spatial location from PPC1 (with no overlapping voxels between the
ROIs), for completeness, we included both PPC ROIs in our analysis. All
regions were successfully identified in both hemispheres separately for
each individual that took part in the study, with the exception of OPA
which was identified bilaterally in 14 of the 15 participants, and PPC2
which was defined bilaterally using a single contrast based on the group
data.

Following the standard ROI-based analysis approach (see Saxe et al.,
2006), we overlaid the ROIs from each participant onto their data from
the main adaptation experiment and extracted time courses from that
participant. The averaged activation levels for all conditions were then
extracted and converted to percentage BOLD signal change from base-
line, by subtracting the corresponding activation from the fixation trials
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and then dividing by this value (see Kourtzi and Kanwisher, 2001; Todd
and Marois, 2004; Xu and Chun, 2006; Xu, 2010; Dilks et al., 2011; Todd
et al., 2011; Cant and Xu, 2012, 2015; 2017). Peak responses for each
condition were obtained by collapsing the time courses for all of the
conditions and then identifying the time point of greatest signal ampli-
tude in the average response, thereby ensuring that the time point
selected was not biased to the level of activation for any one condition in
particular (e.g., Xu and Chun, 2006; Xu, 2010; Cant and Xu, 2012, 2015;
2017; see Supplementary Results for the raw time course data). This was
done separately for each participant in each RO, and these resulting peak
responses were then averaged across all participants.

We examined sensitivity to processing outliers using the following
five steps. First, we conducted a 2 x 6 repeated measures ANOVA to
examine whether activation for the adaptation conditions differed across
hemispheres in each ROI separately (SPSS, Chicago, Illinois, USA), with
main effects of Hemisphere (left vs. right) and Condition (6 adaptation
conditions). If there was no evidence for a difference in activation for the
adaptation conditions across hemispheres (i.e., a non-significant Hemi-
sphere-by-Condition interaction), then data from the left and right
hemispheres was collapsed for all subsequent analyses. Second, we
examined the average levels of activation for each adaptation condition
using a single factor (Condition: 6 adaptation conditions) repeated
measures ANOVA, performed separately on each ROI Third, we con-
ducted a posthoc pairwise comparison looking specifically for the ex-
pected general adaptation effect, that is, significantly greater activation
in the DifferentO condition compared with the SameO condition. Criti-
cally, failing to find the expected adaptation effect makes it significantly
less likely that a given region will demonstrate sensitivity to processing
outliers. Fourth, we conducted posthoc pairwise comparisons to examine
if there was a significant release from adaptation in same-judgment trials
as outliers were introduced (i.e., Same0 vs. Same2, Same0 vs. Same4, and
Same?2 vs. Same4) and adaptation in different-judgment trials as outliers
were introduced (i.e., Different0 vs. Different 2, DifferentO vs. Different4,
and Different2 vs. Different4). Posthoc pairwise comparisons (all two-
tailed) were conducted using the Bonferroni procedure to control for
inflations to Type 1 error as a result of multiple statistical comparisons.
Fifth, we also conducted 2 x 6 repeated measures ANOVAs to examine if
the adaptation results differed across ROIs, with main effects of Region
(e.g., PPA vs. LO) and Condition. All analyses used alpha = 0.05.

Finally, we conducted whole-brain random-effects analyses on the
entire group of participants (at P < 0.01, uncorrected, since very little
activation was observed at P < 0.001, uncorrected) and also on subsets of
participants (i.e., one group of participants that showed a strong
behavioral response-latency effect, and another group that showed a
weak response-latency effect, N = 8 and N = 7, respectively; both at P <
0.05, uncorrected owing to the small sample sizes), to examine sensitivity
to processing ensemble outliers across the entire brain.

Behavioral data analysis Behavioral performance measures of
response latency and accuracy for the adaptation runs were recorded by
MATLAB (running the Psychtoolbox) and were analyzed with SPSS
(Chicago, Illinois, USA; see below).

Before data were analyzed, two analyses were performed to remove
outliers. First, participants were excluded from further analysis if their
average accuracy across conditions was less than 2.5 standard deviations
below the grand mean for accuracy (76.46%), which was a good indi-
cation that the participant was not properly engaged in the task, making
their data unreliable and difficult to interpret. This resulted in the
removal of one participant. Second, for the remaining participants,
following standard practice, response latencies that were 2.5 standard
deviations above or below the mean reaction time for each stimulus
condition were excluded from each participant separately.

Response latencies (for correct trials only) and the number of errors
committed in the adaptation runs were analyzed using a single factor
(Condition: 6 adaptation conditions) repeated measures ANOVA (both
with alpha = 0.05). Similar to the fMRI analysis, all posthoc pairwise
comparisons were two-tailed and were conducted using the Bonferroni




EVC

J.S. Cant, Y. Xu Neurolmage 211 (2020) 116629
A PPA RSC OPA LO FFA PPC1, PPC Fig. 2. Cortical Regions and results (N = 15)
of the ROI analysis for all six fMRI adaptation

outlier conditions in all eight ROIs. A. Illus-

trative examples of the regions targeted in

\ \ the ROI analysis. The scene-selective PPA
\ (Talairach x, y, z, coordinates for right/left:

R oy oy b S T Bopeyrs +22/-23, ~40/-40, ~5/-5) was defined by
contrasting the activation for scenes against

the activation for both faces and objects. The

scene-selective RSC (+17/-20, —56/-53,

o Lty +22/+18) and OPA (+35/-33, —78/-83,

05 04 05 7Ty r C N +10/417) were defined using the same
N 1 contrast as PPA. Early visual cortex (0, —86,

04 03 04 q 2 B 8) was defined by contrasting the activation
( for phase-scrambled objects against the

03 02 03 I activation for intact objects. The object-

3 il 1 - selective LO (+33/-35, —75/-75, +2/+2)

0.2 0.1 0.2 was defined by contrasting the activation for

objects against the activation for phase-

0.1 0 0.1 scrambled objects. The face-selective FFA
Same Different Same Different Same Different (+34/-35, —52/-52, —12/-8) was defined by

% BOLD signal change
compared to fixation

c i G — contrasting the activation for faces against
= the activation for both scenes and objects.

1 PPC1 was defined in each participant sepa-

I rately using the object/face/scene localizer

M «
10 N -1 08 I mk 05 I | I (shown in orange, from a representative
0.9 I | l W 07 I ‘ 0.4 participant; Talairach x, y, z, coordinates for
1 F right/left: +21/-21, —65/-70, 43/45) using a
08 06 03 contrast of higher activation to intact
compared with scrambled objects. PPC2 was
07 05 0.2 defined based on the adaptation data from all

Same Different Same Different Same Different 15 participants (shown in green, and pro-

jected onto the same representative partici-

D PPC1- PPC2- pant’s brain; +30/-30, —50/-60, 43/44)
Defined Using Localizer Data Defined Using Adaptation Data using a contrast of higher activation for all 6

i s s adaptation conditions compared with base-

05 xx N . 0 outiiers line fixation. Both regions were localized at
1 ’ ‘ ’ L I_I 2 outliers an FDR-corrected threshold of ¢ < 0.001. B

7 i / ,\I, 1 ‘I‘ . 4 outliers & C. Results in PPA, RSC, OPA, EVC, LO, and

11 09 0.6

*

% BOLD signal change
compared to fixation

0.5

0.4 FFA. In PPA, there was a general expected

adaptation effect (i.e., Different0 > Same0),
0.3 I a release from adaptation in same-judgment
trials when 2 and 4 outliers were present,
- 0.2 - and adaptation in different-judgment trials
Same Different Same Different . .
when 4 outliers were present. Interestingly,
the release from adaptation in same-
judgment trials with 4 outliers was very
similar to that seen in different-judgment
trials where two completely different en-
sembles were presented, and the adaptation
in different trials with 4 outliers was com-
parable to that seen in same-judgment trials
where the same ensemble with no outliers is
repeated. Similar results were observed in
OPA and LO, in that both regions showed a
general adaptation effect, release from
adaptation in same-judgment trials when 4
outliers were present, and adaptation in
different-judgment trials when 4 outliers
were present. Thus, PPA, OPA, and LO all
show a strong outlier effect. In contrast,
despite the overall response patterns resem-
bling those of PPA, OPA and LO, little-to-no
statistically significant sensitivity to the
outlier effect was observed in RSC, EVC, and
FFA (i.e., no general adaptation effect and far
fewer critical pairwise comparisons showing
significance). D. Results in PPC1 and PPC2
were very similar to each other, and also to
the results observed in PPA, OPA, and LO: a
general adaptation effect, a release from
adaptation in same-judgment trials when 2

03

% BOLD signal change
compared to fixation

0.2




J.S. Cant, Y. Xu

A

Neurolmage 211 (2020) 116629

and 4 outliers were present, and adaptation
in different-judgment trials when 4 outliers
were present. Error bars represent within-
subject standard errors (i.e. with the
between-subject variation removed; see Lof-
tus and Mason, 1994). R = right hemisphere;
PPA = parahippocampal place area; RSC =
retrosplenial complex; OPA = occipital place
area; EVC = early visual cortex; LO = lateral
occipital area; FFA = fusiform face area;
PPC1 = posterior parietal cortex region 1;
PPC2 = posterior parietal cortex region 2;
BOLD = blood oxygen level dependent; * P
< 0.05; ** P < 0.01; *** P < 0.001.

procedure.

2.6. Data and code availability

Data and code are freely available by contacting either Jonathan S.
Cant (jonathan.cant@utoronto.ca) or Yaoda Xu (yaoda.xu@yale.edu).

3. Results
(1) The processing of outliers in PPA

We first examined outlier processing in PPA as this brain region has
previously been shown to be involved in object ensemble processing
(Cant and Xu, 2012, 2015, 2017). Because results in PPA did not differ
across hemispheres (i.e., a non-significant Hemisphere-by-Condition
interaction: Fs79 = 1.24, P = 0.30, ng = 0.08), data from the two
hemispheres were averaged together for subsequent analyses. To eval-
uate the contribution of outliers, we conducted a single factor (Condition:
6 adaptation conditions) repeated measures ANOVA. This analysis
revealed a significant main effect of Condition (Fs 79 = 20.20, P = 2.0 x
10712, ng = 0.59). In the first step of conducting posthoc pairwise com-
parisons (all two-tailed and Bonferroni corrected), we found a significant
expected general adaptation effect (i.e., Different0 > Same0; t;4 = 5.43,
P = 0.001, Cohen’s D = 1.40; see Fig. 2B), validating the further explo-
ration of outlier sensitivity in PPA. Subsequent pairwise comparisons
revealed that the Same4 condition had a significant release from adap-
tation compared with both the Same0 (t;4 = 7.53, P = 4.3 x 1075,
Cohen’s D = 1.94) and the Same2 (t;4 = 6.36, P = 2.8 x 10’4, Cohen’s D
= 1.63) conditions, and the Same2 condition demonstrated a marginally
significant release from adaptation compared with the SameO condition
(t14 = 3.24, P = 0.09, Cohen’s D = 0.84; see Fig. 2B). For different re-
sponses, the Different4 condition demonstrated significant adaptation
(i.e., less activation) compared with both the DifferentO (t;4 = 7.21, P =
6.8 x 107>, Cohen’s D = 1.86) and Different2 (t;4 = 5.03, P = 0.003,
Cohen’s D = 1.29) conditions, which did not differ from each other (14
= 0.76, P > 0.99, Cohen’s D = 0.19). Thus 4 and, to a lesser extent, 2
outliers are able to produce a release from adaptation in same judgments,
and the presence of 4 outliers led to significant adaptation in different
judgments. Interestingly, the release from adaptation in same-judgment
trials with 4 outliers was quite similar to that seen in
different-judgment trials where two completely different ensembles were
presented (Same4 vs. DifferentO: 14 = 0.05, P > 0.99, Cohen’s D = 0.01),
despite the presence of multiple repeated items in the former condition
(see Fig. 2B). Moreover, the adaptation in different trials with 4 outliers
was comparable to that seen in same-judgment trials where the same
ensemble with no outliers is repeated (Different4 vs. SameO0: t;4 = 0.78, P
> 0.99, Cohen’s D = 0.20), which is surprising given the limited number
of repeated items in the former condition. Taken together, these results
reveal that outliers significantly impact the neural representation of
otherwise homogeneous ensembles in human anterior-medial ventral
visual cortex, such that the presence of a few outliers can either cause a

complete release from adaptation in an otherwise identical object
ensemble or complete adaptation in an otherwise dissimilar object
ensemble.

(2) The processing of outliers in the broader scene-processing
network

To examine if the findings in PPA generalize to other scene processing
cortical regions, we examined outlier processing in RSC and OPA. In RSC,
the Hemisphere-by-Condition interaction was significant (Fs 7o = 2.64, P
= 0.03, nf) = 0.16). While this does represent evidence that the adapta-
tion results in RSC differ across hemispheres, to better compare with the
results in PPA, which did not demonstrate hemispheric differences (as
well as all other ROIs, see below), we combined data from the right and
left RSC (but see Supplementary Results and Table 2 for the results of
each hemisphere separately, which were similar to the results for the
combined RSC reported below in terms of the main effects, pairwise
posthoc comparisons, and the interactions with the other brain regions).
The main effect of condition was not significant (F5 7o = 1.06, P = 0.39,
ng = 0.07), and no pairwise comparison reached significance (all ts <
1.77, all Ps > 0.99, all Cohen’s Ds < 0.46; see Fig. 2B). These results
demonstrate that the presence of outliers does not impact processing in
RSC, which differs from the results observed in PPA. To provide empirical
support for this observation, we compared the processing in RSC to the
adaptation results in PPA using a 2 (Region: RSC vs. PPA) x 6 (Condition)
repeated measures ANOVA and found a significant Region-by-Condition
interaction (F5 70 = 8.66, P = 2.0 x 1079, ng = 0.38), demonstrating that
the findings in RSC significantly differ from those in PPA. This is further
evidence that outliers do not alter the representation in this cortical re-
gion, and more generally, that RSC is not sensitive to processing object
ensembles, which replicates our previous findings (Cant and Xu, 2012,
2015, 2017).

We found no evidence of hemispheric differences in the processing of
ensemble outliers in OPA (F5 5 = 0.81, P = 0.55, ng = 0.064), and thus
collapsed the data across hemispheres for subsequent analyses. In OPA,
the main effect of Condition was significant (Fs g5 = 22.75, P = 4.1 x
10713, Th% = 0.64), as was the general adaptation effect (i.e., Different0 >
SameO0; t;3 = 5.05, P = 0.003, Cohen’s D = 1.35; see Fig. 2B). Further
pairwise posthoc comparisons for same judgments revealed that the
Same2 and Same4 conditions both showed a significant release from
adaptation compared with activation in the Same0 condition (Same2 vs.
Same0: tj3 = 4.11, P = 0.018, Cohen’s D = 1.10; Same4 vs. Same0: t;3 =
7.69,P=5.1 x 10_5, Cohen’s D = 2.06), and an additional release from
adaptation was observed in the Same4 condition compared with the
Same2 condition (t;3 = 4.85, P = 0.005, Cohen’s D = 1.30). For different
judgments, the amount of activation observed in the Different0 and
Different2 conditions did not differ (t;3 = 1.19, P > 0.99, Cohen’s D =
0.32), but both demonstrated a significant release from adaptation
compared with the Different4 condition (DifferentO vs. Different4: t;3 =
5.54, P = 0.001, Cohen’s D = 1.48; Different2 vs. Different4: t;3 = 6.71,
P=22x 10’4, Cohen’s D = 1.79). The results in OPA are quite similar to
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those observed in PPA, and direct comparisons of OPA with PPA pro-
vided support for this (non-significant Region-by-Condition interaction:
Fs5 65 = 2.03, P = 0.09, ng = 0.14). Finally, we compared the results in
OPA and RSC and found significantly different adaptation results across
these two scene-selective regions (F5¢5 = 11.08, P = 9.7 x 1078, ng =
0.46). Taken together, these results reveal that the presence of outliers in
object ensembles has a similar effect on processing in two different scene-
selective regions (i.e., PPA, OPA), but no effect in a third scene-
processing region (i.e., RSC). This supports a functional dissociation in
the processing of object ensembles within the human scene-selective
network, consistent with our previous findings (Cant and Xu, 2012,
2015, 2017).

(3) The processing of outliers in other occipital regions

To examine if the findings in PPA and OPA generalize to other visual
regions in occipital cortex, we examined outlier processing in EVC, LO
and FFA. In EVG, since no effect of Hemisphere was found (Fs 7o = 0.85,
P = 0.52, nlz, = 0.06), data from left and right EVC were collapsed
together. Similar to the findings in PPA and OPA, the main effect of
Condition was significant (F570 = 5.33, P = 3.3 x 10’4, ng = 0.28).
However, further pairwise posthoc comparisons revealed that the ex-
pected general adaptation effect was not significant (Different0 vs.
Same0: t;4 = 2.41, P = 0.45, Cohen’s D = 0.62), and only one pairwise
comparison was significant across both same- and different-judgment
trials (a significant release from adaptation in the Same4 condition
compared with the Same0 condition: t;4 = 3.91, P = 0.024, Cohen’s D =
1.01; all other ts < 3.32, all other Ps > 0.076, all other Cohen’s Ds < 0.86;
see Fig. 2C). While the interaction between brain region and adaptation
condition was significant between EVC and OPA (Fs5¢5 = 3.31, P = 0.01,
ng = 0.20), this interaction was not significant between EVC and PPA
(Fs70 = 1.63, P = 0.16, n2 = 0.10).

We note that there exists a general response pattern that was shared
among PPA, OPA and EVC, with SameQ lower than Same4, and
Different0/Different2 greater than Different4. The presence of this gen-
eral response pattern likely resulted in the region-by-condition interac-
tion between PPA and EVC not being significant. Meanwhile, it is
important to note that the basic adaptation effect was present in PPA and
OPA but not in EVC, and that, of the 6 possible pairwise comparisons
showing the outlier effect, the number of significant comparisons present
were PPA — 4, OPA - 5, and EVC - 1. The presence of an additional
significant pairwise comparison in OPA, but not in PPA, could have
further differentiated the response patterns between OPA and EVC,
making the region-by-condition interaction significant between those
two brain regions. Taking both the interactions and pairwise compari-
sons into account, the overall results indicate that EVC was not particu-
larly sensitive to processing ensembles and did not exhibit a robust
outlier effect, even though its overall response profile may be similar to
that of PPA.

In LO, the Hemisphere-by-Condition interaction was not significant
(Fs70 = 1.78, P = 0.13, ng = 0.11) and thus data from the two hemi-
spheres were combined. The main effect of Condition was significant
(Fs,;70 = 16.09, P = 1.57 x 10719, qg = 0.54), and similar to the results
observed in PPA and OPA, the general adaptation effect was significant as
well (t;4 = 4.77, P = 0.004, Cohen’s D = 1.23; see Fig. 2C). Further
posthoc pairwise comparisons for same judgments revealed significant
releases from adaptation for the Same4 compared with the Same0 (t;4 =
6.86, P = 1.2 x 10~* Cohen’s D = 1.77) and Same2 (tiy = 411, P =
0.016, Cohen’s D = 1.06) conditions. The difference in activation be-
tween the Same0 and Same2 conditions was not significant (t;4 = 3.03, P
= 0.14, Cohen’s D = 0.78). For different judgments, the amount of
activation observed in the Different0 and Different2 conditions did not
differ (t;4 = 0.48, P > 0.99, Cohen’s D = 0.12), but both demonstrated a
significant release from adaptation compared with the Different4 con-
dition (DifferentO vs. Different4: t;4 = 3.96, P = 0.021, Cohen’s D = 1.02;
Differert2 vs. Different4: t;4 = 6.39, P = 2.5 x 107*, Cohen’s D = 1.65).
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These results are similar to those observed in PPA and OPA, as the
Region-by-Condition interaction was non-significant in both cases (both
Fs < 1.89, both Ps > 0.10, both n3s < 0.13).

To investigate if the outlier sensitivity observed in scene- and object-
selective cortex is also found in high-level regions of the ventral stream
that can be functionally dissociated from the processing in PPA, OPA, and
LO, we examined sensitivity to processing ensemble outliers in FFA. Data
from the right and left hemispheres was again collapsed since the
Hemisphere-by-Condition interaction was non-significant (Fs 79 = 0.55,
P=0.74, '1;2> = 0.04). In FFA, the main effect of Condition was significant
(Fs5,70 = 6.59, P =4.50 x 10’5, nﬁ = 0.32). Pairwise posthoc comparisons
revealed that the general adaptation effect was only marginally signifi-
cant (t;4 = 3.47, P = 0.056, Cohen’s D = 0.90), and only two pairwise
comparisons across same and different judgments were significant
(Same0 vs. Same4: t;4 = 3.70, P = 0.036, Cohen’s D = 0.96; Different2 vs.
Different4: t;4 = 5.33, P = 0.002, Cohen’s D = 1.38; see Fig. 2C). The
pattern of adaptation results in FFA was significantly different from that
observed in PPA, OPA, LO, and RSC (all Fs > 3.33, all Ps < 0.01, all ngs >
0.19).

Taken together, strong sensitivity to processing ensemble outliers is
present in brain regions involved in ensemble and shape processing,
including PPA, OPA and LO (see Discussion regarding the role of OPA in
ensemble and shape processing). Meanwhile, very weak evidence of
outlier sensitivity was observed in EVC and FFA, and no evidence was
observed in RSC, demonstrating that the robust outlier effect in PPA,
OPA, and LO is not a general effect present in all visually responsive brain
regions.

(4) The processing of outliers across the entire brain

To examine if the sensitivity to processing ensemble outliers is unique
to regions within occipito-temporal cortex, or is instead a more general
cognitive phenomena that can be found in multiple cortices, we con-
ducted a whole-brain random-effects analysis using the data from all 15
participants (all regions reported are significant at P < 0.01, uncorrected;
see Table 1). Specifically, we searched for regions that showed the two
strongest adaptation effects we observed in our ROI analysis. That is, we
conducted a conjunction analysis searching for regions that showed: 1)
increased activation in the Same4 condition compared with the Same0O
condition; and 2) increased activation in the Different0 condition
compared with the Different4 condition.

We observe a large amount of activation in occipito-temporal
(concentrated along the collateral sulcus/parahippocampal cortex, fusi-
form gyrus, and in the location of OPA) and posterior parietal (concen-
trated along the intraparietal sulcus, or IPS, and in the superior parietal
lobule, or SPL) cortices. We also observe a smaller amount of activation
in frontal cortex, along the superior frontal sulcus (SFS) (see Fig. 3A). No
regions are active for the reverse contrasts (i.e., greater activation for the
conditions that showed adaptation in our main ROIs).

In summary, the results of the whole-brain random-effects analysis
demonstrate that the adaptation results we report in the ROI analysis are
not idiosyncratic to occipito-temporal cortex but also include extensive
activation in posterior parietal, and to a lesser extent, frontal, cortices.
Given the ability of frontal and posterior parietal cortex to encode visual
information in visual working memory and their involvement in task-
related processing (Christophel et al., 2017; Xu, 2017, 2018a), it ap-
pears that these regions also show sensitivity to the outlier effect (see
below for a more detailed analysis of the parietal activations).

(5) The processing of outliers in posterior parietal cortex

Recent studies have shown that the human PPC is involved in adap-
tive aspects of visual information processing, such as directly repre-
senting task-relevant information (Vaziri-Pashkam and Xu, 2017; see also
Xu, 2018a and 2018b), and showing sensitivity to processing ensemble
features from crowds of faces (Im et al., 2017). To investigate if PPC
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Table 1
Results of the whole-brain random-effects analyses.

Contrast: Conjunction of Same4 > Same0 & Different0 > Different4

Cortical Sample Size Talairach Threshold T-
Region Coordinates (x,y,z) Value value
Right FG/ 15 (Whole 26, —60, —10 P <0.01 2.98
CoS/PC Group)
Left FG/CoS/ 15 (Whole 30, —54, —14 P <0.01 2.98
PC Group)
Right OPA 15 (Whole 30, —79, 13 P <0.01 2.98
Group)
Left OPA 15 (Whole —-30, —84, 12 P <0.01 2.98
Group)
Right IPS/ 15 (Whole 24, —61, 40 P <0.01 2.98
SPL Group)
Left IPS/SPL 15 (Whole —27, —64, 39 P <0.01 2.98
Group)
Right SFS 15 (Whole 24, -9, 49 P <0.01 2.98
Group)
Left SFS 15 (Whole —24, —4, 45 P <0.01 2.98
Group)
Right FG/ 7 (Weak RT 21, 57, —12 P < 0.05 2.45
CoS Group)
Left FG/CoS 7 (Weak RT —25, —42, —-12 P < 0.05 2.45
Group)
Right OPA 7 (Weak RT 33,-82,8 P < 0.05 2.45
Group)
Left OPA 7 (Weak RT —33,-83,8 P < 0.05 2.45
Group)
Right IPS 7 (Weak RT 26, —72, 32 P < 0.05 2.45
Group)
Left IPS 7 (Weak RT —28, 72,32 P < 0.05 2.45
Group)
Right SPL 7 (Weak RT 28, —54, 47 P < 0.05 2.45
Group)
Left SPL 7 (Weak RT —30, —55, 47 P < 0.05 2.45
Group)
Right FG/ 8 (Strong RT 21, -57, -12 P < 0.05 2.45
CoS Group)
Left FG/CoS 8 (Strong RT —32, -59, —12 P < 0.05 2.45
Group)
Right OPA 8 (Strong RT 29, -84, 8 P < 0.05 2.45
Group)
Left OPA 8 (Strong RT —30, —86, 8 P < 0.05 2.45
Group)
Right IPS 8 (Strong RT 23, —68, 32 P < 0.05 2.45
Group)
Left IPS 8 (Strong RT —26, —70, 32 P < 0.05 2.45
Group)
Right SPL 8 (Strong RT 24, —55, 47 P <0.05 2.45
Group)
Left SPL 8 (Strong RT —31, —54, 47 P < 0.05 2.45
Group)

FG = fusiform gyrus; Cos = collateral sulcus; PC = parahippocampal cortex; OPA
= occipital place area; IPS = intraparietal sulcus; SPL = superior parietal lobule;
SFS = superior frontal sulcus.

represents task-relevant features from ensembles of objects, we localized
two separate regions of PPC (see Fig. 2A) and examined the sensitivity to
processing ensemble outliers in each.

The first region, PPC1, was localized individually in each participant
using the object/face/scene localizer and was defined as a region that
showed greater activation to intact compared with scrambled objects.
Data from the right and left hemispheres was collapsed since there was
no evidence of differences in adaptation across hemispheres (F570 =
1.78, P = 0.13, nﬁ = 0.11). The main effect of Condition was significant
(Fs70 = 18.64, P = 10.00 x 10712 ng = 0.57), as was the general
adaptation effect (t;4 = 5.77, P = 0.001, Cohen’s D = 1.49; see Fig. 2D).
Further pairwise posthoc comparisons revealed the same pattern of re-
sults as observed in PPA, OPA, and LO. Namely, for same judgments,
there was a significant release from adaptation in the Same2 (t;4 = 3.59,
P = 0.044, Cohen’s D = 0.93) and Same4 (t;4 = 6.60, P = 1.8 x 1074
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Cohen’s D = 1.70) conditions compared with the Same0 condition, and
significantly greater activation in the Same4 condition compared with
Same?2 (t;4 = 4.07, P = 0.017, Cohen’s D = 1.05). For different judg-
ments, the Different4 condition demonstrated significant adaptation
compared with the DifferentO (t;4 = 6.03, P = 4.6 X 104 Cohen’s D =
1.56) and Different2 (t;4 = 4.88, P = 0.004, Cohen’s D = 1.26) condi-
tions, which did not differ (t;4 = 1.48, P > 0.99, Cohen’s D = 0.38; see
Fig. 2D). Overall results in PPC1 were significantly different from those
observed in PPA, LO, RSC, EVC, and FFA (all Fs > 2.58, all Ps < 0.04, all
n3s > 0.15), but not OPA (Fs 65 = 0.38, P = 0.86, n2 = 0.03), demon-
strating that PPCI is significantly different both from regions that do (i.e.,
PPA, LO) and do not (RSC, EVC, FFA) show an outlier effect. It is possible
that the larger difference between adaptation conditions in PPC1 (i.e.,
Same0 vs. Same2; DifferentO vs. Different2; Different2 vs. Different4)
compared with PPA and LO may be driving the significant interaction
between regions that both demonstrate outlier sensitivity. Furthermore,
it is possible that dorsal regions may in general show greater sensitivity to
outliers than ventral regions, likely due to dorsal regions’ greater role in
attention and task-related processing (see Xu, 2018a, 2018b).

The second region, PPC2, was localized using the adaptation data
from all 15 participants and was defined as a region that showed greater
activation for all 6 adaptation conditions compared with baseline fixation
(i.e., an orthogonal contrast that does not bias activation in any one
adaptation condition over another). A group-level analysis was used here
because this region could not be reliably localized in each individual
participant and the location of this ROI differed from that of PPC1. This
region was then projected onto each participant’s brain, and differences
between the adaptation conditions were assessed separately for each
participant. There was no evidence of hemispheric differences in acti-
vation (F5 79 = 0.79, P = 0.56, ng = 0.05), so data from the right and left
hemispheres was collapsed. The main effect of Condition was significant
(F570 = 9.22,P = 8.9 x 1077, TIS = 0.40), and the pairwise comparison
denoting the general adaptation effect (i.e., Different0 > Same0) was also
significant (t;4 = 3.66, P = 0.039, Cohen’s D = 0.94). Pairwise posthoc
comparisons further investigating outlier sensitivity revealed results very
similar to those observed in PPC1. Specifically, there was a significant
release from adaptation in the Same4 (t;4 = 4.76, P = 0.005, Cohen’s D
= 1.23) and Same2 (t;4 = 4.45, P = 0.008, Cohen’s D = 1.15) conditions
compared with the Same0 condition, but these former two conditions did
not differ (t;4 = 1.71, P > 0.99, Cohen’s D = 0.44; see Fig. 2D). For
different judgments, the Different4 condition demonstrated significant
adaptation compared with the DifferentO (t;4 = 3.89, P = 0.024, Cohen’s
D = 1.00) and Different2 (t;4 = 4.09, P = 0.016, Cohen’s D = 1.06)
conditions, which did not differ (t;4 = 0.58, P > 0.99, Cohen’s D = 0.15).
Not surprisingly, there were no significant differences observed when
directly comparing the results in PPC1 and PPC2 (Fs5 79 = 0.79, P = 0.56,
12 = 0.05).

In summary, two separate regions of PPC, localized using indepen-
dent sets of imaging data, demonstrated the same sensitivity to pro-
cessing ensemble outliers. These results are entirely consistent with the
results from the ROI and whole-brain analyses reported above. See
Table 2 for a summary of all of the main statistical results for the ROIs
showing strong, weak, and no outlier effects, and Table 3 for a summary
of the region-by-condition interaction results for all possible ROI
combinations.

(6) Behavioral Results

The behavioral results for the adaptation runs, where participants
were asked to ignore any outliers and judge whether two successively
presented ensemble images (containing 0, 2, or 4 outliers) were mostly
the same or mostly different, are presented in Table 4. For accuracy, the
main effect of Condition was not significant (F5 7o = 1.59, P = 0.18, ng =
0.10), and no posthoc pairwise comparison reached significance (all ts <
2.08, all Ps > 0.85, all Cohen’s Ds < 0.54; see Fig. 4A). For response
latency of the correct trials, the main effect of Condition was significant
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Table 2
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Summary of statistical results for regions demonstrating strong, weak, and no outlier effects.

Cortical Hemisphere-by-Condition Main Effect of General Adaptation Effect Number of Significant Posthoc Significant Region-by-

Region Interaction Condition (Different0 > Same0) Comparisons for Outlier Effect (/6) Condition Interactions

Strong Outlier Effect

PPA NS P=20x10"" P =0.001 4 RSC, FFA, PPC1,

OPA NS P=41x10"" P = 0.003 5 RSC, EVC, FFA

LO NS P=157x10"1°  P=0.004 4 RSC, FFA, PPC1

PPC1 NS P=10.00x10"2 P =0.001 5 PPA, RSC, EVC, LO, FFA

PPC2 NS P=89x10"7 P =0.039 3 RSC, FFA

Weak Outlier Effect

EVC NS P=33x10"* NS 1 RSC, OPA, PPC1

FFA NS P=4.50x10"° NS 2 PPA, RSC, OPA, LO, PPC1,
PPC2

No Outlier Effect

Combined P=0.03 NS NS 0 PPA, OPA, EVC, LO, FFA,

RSC PPC1, PPC2

Left RSC NS NS 0 PPA, OPA, EVC, LO, FFA,
PPC1, PPC2

Right RSC P =0.032 NS 0 PPA, OPA, EVC, LO, FFA,
PPC1, PPC2

PPA = parahippocampal place area; OPA = occipital place area; LO = lateral occipital area; PPC1 = posterior parietal cortex region 1; PPC2 = posterior parietal cortex
region 2; EVC = early visual cortex; FFA = fusiform face area; RSC = retrosplenial complex; NS = not significant.

(Fs70 = 10.99, P = 7.9 x 10’8, ng = 0.44), as was the pairwise com-
parison investigating the general adaptation effect (t;4 = 5.70, P = 0.001,
Cohen’s D = 1.47). However, pairwise posthoc comparisons for same
judgments revealed marginally significantly faster responses in the
Same0 condition compared with both the Same2 (t;4 = 3.38, P = 0.067,
Cohen’s D = 0.87) and Same4 (t;4 = 3.53, P = 0.05, Cohen’s D = 0.91)
conditions, which did not differ (t;4 = 2.23, P = 0.64, Cohen’s D = 0.58).
For different judgments, responses in the Different4 condition were
significantly faster than those in the DifferentO condition (t;4 = 4.17, P =
0.014, Cohen’s D = 1.08), but all other comparisons were not significant
(Different4 vs. Different2: t;4 = 2.67, P = 0.28, Cohen’s D = 0.69;
Different2 vs. Different0: t;4 = 1.91, P > 0.99, Cohen’s D = 0.49; see
Fig. 4A).

While we did find some significant effects in our behavioral measures
(i.e., response latency), we do not believe that our fMRI adaptation
response patterns are simply a reflection of the behavioral responses, for
a few reasons. First, the pattern of significant pairwise comparisons in the
accuracy and response latency analyses do not fully match the pattern of
significant pairwise comparisons in the fMRI adaptation analysis (i.e.,
Same2 and Same4 significantly differ in PPA, OPA, and LO, but these
conditions do not differ in accuracy or response latency; Different2 and
Different4 significantly differ in PPA, OPA, and LO, but these conditions
do not differ in accuracy or response latency). In fact, we found a sig-
nificant interaction in a two-way ANOVA with Measurement (behavioral
response latency vs PPA fMRI response) and Condition (6 adaptation
conditions) as factors (Fs, 7o = 3.59, P = 0.006, ng = 0.20). Second, we
split the behavioral and neuroimaging data into two groups based on
whether they show a weak (i.e., decreasing or flat response latencies in
same trials as outliers are introduced and/or increasing or flat response
latencies in different trials as outliers are introduced) or strong (i.e.,
increasing response latencies in same trials as outliers are introduced,
and decreasing response latencies in different trials as outliers are
introduced; in other words, when response latencies matched the pattern
of neural response observed for the outlier effect) response latency effect
to examine whether the neural data can be explained by differences in
response latency. Specifically, we analyzed each data set using a 2
(Group: weak response latency effect vs. strong response latency effect)
by 6 (Condition: 6 adaptation conditions) mixed model ANOVA. As ex-
pected, we found a significant difference between the two groups in
response latency (i.e., a significant Group-by-Condition interaction: Fs g5
=4.04, P = 0.003, ng = 0.24), but found no differences in the accuracy
data (Fs 65 = 0.54, P = 0.75, r]f, = 0.04; see Fig. 4B), and importantly, no

group differences were observed in any brain region (i.e., the Group-by-
Condition interaction was not significant in PPA, LO, OPA, RSC, EVC,
FFA, PP1, and PP2: all Fs < 1.55, all Ps > 0.19, all n3s < 0.12). This is
particularly telling in the data from PPA and LO: While the two groups
showed very different RT patterns (see Fig. 4B, right), virtually the same
activation patterns were found in PPA and LO in both groups (see
Fig. 4C). This is strong evidence that our neural adaptation results cannot
be explained by differences in response latency and cognitive strategy
(i.e., a speed-accuracy trade-off) across the conditions. Finally, and
importantly, findings by Xu et al. (2007) showed that fMRI adaptation
responses in PPA are dissociable from behavioral responses, which is
consistent with the present series of results as well as with our previous
studies, which all utilized a fast event-related adaptation paradigm (Cant
and Xu, 2012, 2015, 2017; Lowe et al., 2017).

Finally, to investigate if the group-level whole-brain results could be
explained by differences in behavioral performance across our partici-
pants, we conducted the whole-brain conjunction analysis (see ‘The
processing of outliers across the entire brain’ section) separately on the
participants who showed a strong (N = 8) or weak (N = 7) behavioral
response latency effect. Specifically, in each sub-group separately, we
looked for regions that showed the conjunction of increased activation in
the Same4 condition compared with the Same0 condition, and increased
activation in the Different0 condition compared with the Different4
condition. Overall, we see very similar activations across the two sub-
groups (i.e., bilateral activation in parahippocampal cortex near PPA,
fusiform gyrus, OPA, IPS, and SPL; all P < 0.05, uncorrected; see Fig. 3B
and Table 1). The fact that very similar results are observed across the
two sub-groups makes it unlikely that the whole-brain random-effects
results for the entire group can be explained by differences in response
latency and cognitive strategy, which is consistent with the results we
found with the adaptation data in single participants.

4. Discussion

The results of this study demonstrate two main findings with regard
to object-ensemble representation in the human brain. First, we have
evidence that ensemble representation in anterior-medial ventral visual
cortex is sensitive to the presence of outliers, likely because they change
the nature of an otherwise homogeneous ensemble. Specifically, with just
4 outliers in same judgment trials, we observed a significant release from
adaptation in PPA (the effect was marginally significant with 2 outliers),
comparable to when two completely different ensembles were presented.
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A Whole Group (N = 15)
FG, CoS, PC OPA IPS, SPL, SFS
B Weak RT Group (N = 7)

OPA IPS SPL

Fig. 3. Results of the whole-brain random-effects analyses. A. Results (N = 15)
of the whole-brain random-effects analysis on the entire group of participants. A
conjunction analysis searching for regions that showed increased activation in
the Same4 condition compared with the SameO condition, and increased acti-
vation in the DifferentO condition compared with the Different4 condition (i.e.,
the two strongest adaptation effects observed in the ROI analysis) revealed
activation in occipital, temporal, parietal, and frontal cortices (all P < 0.01,
uncorrected). B. Results of the whole-brain random-effects analyses for the weak
(N = 7) and strong (N = 8) response latency groups. A conjunction analysis
searching for regions that showed increased activation in the Same4 condition
compared with the Same0 condition, and increased activation in the Different0
condition compared with the Different4 condition (i.e., the two strongest
adaptation effects observed in the ROI analysis), returned very similar results
across the two sub-groups, with activations concentrated mostly in occipital,
temporal, and parietal cortices (all P < 0.05, uncorrected). This makes it un-
likely that the whole-brain random-effects results for the entire group can be
explained by differences in response latency and cognitive strategy. R = right
hemisphere; OPA = occipital place area; FG = fusiform gyrus; CoS = collateral
sulcus; PC = parahippocampal cortex; IPS = intraparietal sulcus; SPL = superior
parietal lobule; SFS = superior frontal sulcus; RT = reaction time.

Moreover, with just 4 outliers in different judgment trials, we observed
significant adaptation in PPA, comparable to when the same homoge-
neous ensemble (i.e., no outliers) was repeated. Thus, outliers signifi-
cantly impact the representation of otherwise homogeneous ensembles in
human anterior-medial ventral visual cortex. Second, this sensitivity is
not confined to a single region of the ventral stream, but is observed in
regions of occipito-temporal cortex that are involved in both ensemble
and shape processing (i.e., PPA, OPA and LO; see below for a more
detailed discussion of OPA). Furthermore, the sensitivity to processing
ensemble outliers is not confined only to occipito-temporal cortex, as the
results of the whole-brain random effects analysis revealed sensitivity to
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Table 3
Summary of region-by-condition interaction results for all ROIs.
PPA RSC OPA EVC LO FFA PPC1 PPC2
PPA pP= NS NS NS pP= pP= NS
2.0 x 0.009 0.02
10°°
RSC pP= pP= pP= pP= pP= pP=
9.7 x 0.02 2.0 x 0.001 6.2 x 0.001
1078 10°° 1078
OPA P= NS P= NS NS
0.01 5.0 x
107*

EVC NS NS = NS
0.002

LO = = NS

0.009 0.03

FFA = pP=
6.0 x 0.02
10°°

PPC1 NS

PPC2

PPA = parahippocampal place area; RSC = retrosplenial complex; OPA = oc-
cipital place area; EVC = early visual cortex; LO = lateral occipital area; FFA =
fusiform face area; PPC1 = posterior parietal cortex region 1; PPC2 = posterior
parietal cortex region 2; NS = not significant.

processing ensemble information in task-related regions in posterior
parietal, and to a lesser extent, frontal cortices, which is consistent with a
recent fMRI study investigating ensemble facial emotion processing (Im
et al., 2017; but see below). This neural outlier sensitivity is not a mere
reflection of behavioral responses, since the same outlier effect was
observed whether or not there was a strong or weak outlier modulation of
behavioral responses. Overall, these results demonstrate that sensitivity
to processing ensemble outliers is present in brain regions involved in the
sensory and the task-related aspects of ensemble stimulus processing.
This may speak to the adaptive and beneficial nature of outlier process-
ing, since perceptual sensitivity to deviants can confer a behavioral
advantage in multiple scenarios (e.g., seeing a bad apple in a bushel,
detecting a threatening face in a crowd, etc.). To our knowledge, this is
the first time an outlier effect has been systematically documented in the
human brain. Such an outlier effect could well provide the neural basis of
outlier perception.

In our prior studies, we documented ensemble representation in PPA
and its sensitivity to the shape and texture of ensemble elements as well
as the ratio and identity of the different objects comprising a heteroge-
neous ensemble (Cant and Xu, 2012, 2015, 2017). Here we show that
PPA also exhibits sensitivity to the presence of outliers in an ensemble,
providing further support for PPA’s involvement in object ensemble
processing. Although LO has been largely associated with the processing
of the shape of single objects (Grill-Spector et al., 1999; Kourtzi and
Kanwisher, 2001; Malach et al., 1995; Williams et al., 2007), we previ-
ously showed that LO is also sensitive to processing shape changes of
ensemble elements (Cant and Xu, 2012, 2015, 2017). This could account
for the outlier effect we found here in LO, as the presence of outliers
signals a salient and significant shape change. In our previous studies,
OPA exhibited some sensitivity to shape changes in ensemble elements,
although this response has in general been weak and less consistent
across experiments (Cant and Xu, 2012, 2015, 2017). The outlier effect
found in OPA here could reflect some shape processing of the ensemble
elements, as opposed to that in PPA which is likely based on a more
global statistical extraction of ensemble elements and outliers. Further-
more, these outlier effects may be used for different aspects of scene
processing related to the functional dissociation between these two re-
gions (Walther et al., 2009; Persichetti and Dilks, 2018, 2019). Specif-
ically, outlier detection may aid scene categorization in PPA but scene
navigation in OPA. More research is needed to fully understand the
interaction between outlier detection and scene processing in PPA and
OPA.
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Table 4
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Percent correct accuracies and response latencies (in ms) of correct trials for the adaptation runs. All values represent means with standard errors.

Same — 0 Outliers Same - 2 Outliers

Same — 4 Outliers

Different — 0 Outliers Different — 2 Outliers Different — 4 Outliers

96.19 £ 1.01
843 £ 32

94.05 + 2.38
785 + 30

94.76 £ 1.70
823 £ 32

Accuracy
Response Latency

94.76 £ 1.43
821 £ 30

96.91 + 1.43
875 £ 29

96.67 + 1.07
852 + 31

Why do we consistently see sensitivity to processing ensemble stimuli
in scene- and texture-selective cortex? Ensemble representation requires
the encoding of the summary statistics of an ensemble without repre-
senting in detail each element comprising the ensemble. Likewise, in
scene perception, the gist of a scene may be extracted without encoding
the detailed features of each object in the scene, and in texture percep-
tion, the global texture percept may be extracted without encoding every
texture element in detail. The ensemble outlier effect we report in the
present study may be based on a comparison of global and local prop-
erties in successive ensemble displays, which is consistent with previous
findings demonstrating an interaction across these different levels of
ensemble representation (e.g., Brady and Alvarez, 2011). It is because of
these processing similarities that we believe ensemble, scene, and texture
perception are representationally linked in PPA, even though the en-
sembles we used in all of our prior studies (Cant and Xu, 2012, 2015,
2017) and in the current experiment contained no 3D spatial or scene
information. Support for the processing of texture in scene-selective
cortex has come from recent human (Park and Park, 2017; Henriksson
et al., 2019) and monkey (Kornblith et al., 2013) fMRI studies. Our re-
sults contribute to this growing body of literature by demonstrating an
additional link with ensemble processing, underscoring the
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computational similarities in processing all three seemingly distinct types
of stimuli.

It is not obvious a priori that outliers would always be processed.
Previous behavioral studies of ensemble processing have shown that
outliers are discounted in the statistical processing of facial expression
(Haberman and Whitney, 2010). There are also ample cases in which
distractor locations and features can be effectively inhibited and mini-
mally processed using location and feature-based attentional selection
mechanisms (Posner, 1980; Maunsell and Treue, 2006). In our study, if
the second display is taken as a whole, then from an image similarity
point of view, the second image would be more similar to the first image
when only a few items changed (e.g., the Same2 and Same4 conditions).
The fact that our ensemble displays were not processed in this manner
and that outliers were amplified rather than effectively suppressed re-
veals an interesting brain mechanism that, to our knowledge, has not
been previously documented. Our neural results demonstrate that dis-
counting outliers in statistical processing of facial expression as reported
by Haberman and Whitney (2010) must be occurring at a later stage of
processing, as the visual system appears to be quite sensitive to the
presence of outliers. Indeed, in the present study we chose a task that
required the suppression of outlier processing, yet we found that outliers

Fig. 4. Behavioral results for all six outlier
conditions and the effect of the strength of
response latency on fMRI adapatation. A.
Overall (N = 15) accuracy and response la-
tency results. No differences in accuracy
were observed across the six conditions, and
only one significant difference was observed
in the response latency data, demonstrating
that the pattern of significant pairwise com-
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parisons does not fully match the pattern of
significant pairwise comparisons in the fMRI
adaptation analysis in the ROIs that showed
a strong outlier effect (i.e., PPA, LO, OPA,
PPC1, and PPC2). B. Accuracy and response
latency data grouped by strength of response
latency effect. Splitting the behavioral data
into two groups based on whether partici-
pants showed a weak or strong response la-
tency effect reveals no difference between
the groups for accuracy, but, as expected, the
groups differed significantly in terms of
response latency. C. fMRI adaptation data
grouped by strength of response latency ef-

Same Different

LO - Strong
RT Group fect. While the two groups showed very
different response latency patterns, there
were no group differences in the activation
I 1 patterns observed in PPA and LO (the same
I result was also observed in RSC, OPA, EVC,

| FFA, PPC1, and PPC2; data not shown here).
This strongly suggests that the neural adap-
tation results cannot be explained by differ-
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ences in response latency and cognitive
strategy across the conditions. Error bars
represent within-subject standard errors (i.e.
with the between-subject variation removed;
see Loftus and Mason, 1994). PPA = para-
hippocampal place area; LO = lateral occip-
ital area; ms = milliseconds; RT = reaction
time; BOLD = blood oxygen level dependent;
* P < 0.05.

Same Different
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still dominated neural representation in multiple regions. This seems to
suggest that when outliers are ignored, it happens quite late at the de-
cision stage of processing, rather than at the perceptual stage.

The PFC and PPC form the task-positive (Fox et al., 2005) or multiple
demand (MD) network (Duncan, 2010), which are a set of brain regions
long known to be involved in the performance of a variety of tasks,
supporting functions such as attention, task control, working memory
and decision-making. These brain regions have been additionally shown
to be able to directly represent task-related visual information (e.g.,
Christophel et al., 2017; Xu, 2018a, 2018b). In our study, outliers are
likely represented in these task-related regions so that they may be
actively discounted to produce the correct task response. Although our
study does not provide direct neural evidence for this outlier discounting,
prior studies have highlighted the role of the anterior cingulate cortex in
conflict monitoring and resolution (e.g., Botvinick et al., 2004). More
detailed studies involving PFC’s role in decision making are needed to
fully understand how outliers may be discounted.

We believe that the choice of our experimental task was an important
consideration when investigating ensemble outlier processing. For
example, since distinctive outliers can capture attention, using an
orthogonal task with no explicit instructions on whether to attend or
ignore outliers may have led participants to pay attention to the outliers
rather than actively ignore them, especially when doing so may not
impact behavior. If this were the case, then any outlier effect observed
could be attributed to participants attending to the outliers only. For this
reason, we specifically chose a task that required participants to actively
ignore outliers in the second display and judge whether the two ensemble
displays were mostly the same or different. Thus it was to the partici-
pants’ advantage to ignore the outliers rather than fixating on them and
ignoring the rest of the display. Since the outliers were the minority, we
reasoned that participants could quickly extract the identity of the ma-
jority of the ensemble items and easily ignore the outliers. The high
performance accuracy we obtained showed that participants were suc-
cessful in doing so. Our same- and different-judgement task thus works
against finding any adaptation effect based on the outliers. The fact that
we still found a significant outlier effect in multiple regions shows that
despite participants paying attention to the whole display and actively
ignoring the outliers, outlier processing is still robust and appears to be
automatic. Such resilience to top-down suppression based on task de-
mands further speaks to the strength of the outlier processing effect.
Consequently, by actively suppressing top-down attention in outlier
processing, we believe the task we employed made our findings much
more interesting and informative compared with using an orthogonal
task.

Without top-down attention at play, our neural outlier effect is likely
driven by a bottom-up effect. However, our outlier effect is not simply an
attentional saliency effect with the presence of outliers grabbing atten-
tion and resulting in a higher neural response. This is because with just 4
outliers in different judgment trials, we observed significant adaptation
(i.e., alower response) in a number of brain regions, comparable to when
the same homogeneous ensemble (i.e., no outliers) was repeated. In other
words, the saliency of the outliers rendered two otherwise distinctive
displays as indistinguishable using our adaptation measure. This in-
dicates that it was the match/mismatch between the identities of the
outliers and the items in a preceding homogeneous display that was
driving the effect and not merely the salient presence of the outliers. Put
differently, the outlier effect reflects the representational distance be-
tween the first and second ensemble displays. That is, the presence of
outliers leads to a release from adaptation as the representational dis-
tance between the first and second displays increases (i.e., the number of
identical objects between the displays decreases), whereas outliers lead
to adaptation when the representational distance between the ensembles
decreases (i.e., the number of identical objects increases). Thus, the
computation of representational distance may be one way that ensemble
processing mechanisms flag the presence of outliers in the visual array.

Although the overall response pattern of the outlier effect appeared to
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be present across the ROIs we investigated, its strength varied consid-
erably. Specifically, PPA, LO, OPA, PPC1, and PPC2 showed the strongest
outlier effects (all showing a significant outlier effect in 4 or more of the 6
possible pairwise comparisons), whereas FFA, EVC, and RSC all showed
much weaker or no (i.e., statistically non-significant) outlier effects
(showing a significant outlier effect in only 2 or less of the 6 possible
pairwise comparisons), with some of the stronger regions showing a
significant interaction with EVC. As discussed earlier, PPA, LO and OPA
were directly involved in processing the ensemble and shape information
present in the stimuli, while PPC regions were associated with task-
related processing. Meanwhile, although RSC showed an overall lower
activation to the ensemble stimuli, the overall responses of FFA were
equally high as those of PPA and OPA, and those of EVC were the highest
among all the regions. Yet despite the ensemble stimuli evoking signifi-
cant responses in FFA and EVC, these brain regions showed weak outlier
effects. Thus the robust outlier effect we observed in the other regions is
not a general effect present in all visually responsive brain regions; but
rather, it is limited to brain regions more closely involved in the sensory
and task-related aspects of ensemble processing. Given the close inter-
connection among the different visual regions, weaker outlier effects
observed in RSC, FFA and EVC are likely due to feedback signals prop-
agating from regions more involved in ensemble and shape processing.

While bottom-up attention is certainly playing a role in outlier pro-
cessing, we want to emphasize that the outlier effect we observed here is
not a general effect explained solely by general attentional mechanisms.
As described above, the ROIs showing strong outlier sensitivity are not an
arbitrary set of regions. But rather, they are regions closely involved in
ensemble and shape processing in occipito-temporal cortex, and task-
related processing in fronto-parietal cortex. Moreover, as discussed
earlier, our outlier effect is not a saliency effect with a brain region
simply showing a higher response to the presence of the salient outliers.
Instead, depending on whether the first display contains elements that do
or do not match the outlier elements in the second display, the overall
brain response could either be lower (i.e., adaptation) or higher (i.e.,
release from adaptation), respectively. Thus for any brain region to show
the outlier effect, it needs to not only encode the ensemble stimuli but
also show sensitivity to the difference between the ensemble and outlier
elements. It is unclear how brain regions not sensitive to ensemble,
shape, or task-related processing would show an outlier effect and how a
general attention mechanism can account for these findings.

Furthermore, we do not believe that our results are idiosyncratic to
our analytical technique and experimental design (i.e., fMR-adaptation
using a fast event-related protocol), and instead represent a more gen-
eral cognitive and neural phenomenon. Although differences between
fMRI adaptation and multivoxel pattern analysis (MVPA) have been
noted and have been attributed to reflecting representation at different
scales (e.g., within-versus across-voxels within a region; see Park and
Park, 2017), there still exist a large number of results that are consistent
between these two methods, such as showing sensitivity to object iden-
tity changes (e.g., Grill-Spector et al., 1999; Kourtzi and Kanwisher,
2001; Haxby et al., 2001; Williams et al., 2007). As such, we predict
similar results in a study optimally designed to use MVPA. Specifically, in
outlier-sensitive regions (i.e., PPA, OPA, LO, PPC), we predict that a
linear support vector machine (SVM) classifier would successfully
distinguish between the activation patterns associated with displays
containing 0, 2 and 4 outliers. Further studies are needed to confirm
these predictions.

In a recent study, by contrasting a task involving ensemble coding of
crowd emotion with a task involving the processing of emotion from
individual faces, Im et al. (2017) found that regions in PPC and PFC
exhibited higher fMRI responses in the ensemble face-coding task than
the individual face-coding task. However, ensemble face coding required
the processing of multiple stimuli occupying a larger visual field than the
coding of an individual face (which was matched in size to the faces
shown in the face ensemble). Thus, higher PPC and PFC responses could
reflect this initial encoding demand and not necessarily neural processing
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specific to ensemble representation. Consistent with this account, early
visual areas also showed a higher response to ensemble than individual
face coding (see Fig. 4A of Im et al., 2017). By matching the visual field
coverage of different types of stimuli and using fMRI adaptation in the
present study, we were able to show unambiguously the direct involve-
ment of posterior parietal and frontal cortices in ensemble outlier rep-
resentation. These results are consistent with the role of these brain
regions in task-related processing and, together with the results found in
ventral visual regions, delineate the key regions involved in outlier
processing in the human brain.

What do our current results investigating outliers contribute to our
understanding of ensemble representation in these brain regions? Given
that ensembles usually contain large numbers of objects, 2 (and possibly
4) outliers may be represented as individuals rather than as an ensemble.
However, they may be grouped together, due to shared visual or semantic
features. Our results suggest that 4 outliers perceptually grouped
together may indeed be represented as an ensemble, since the most
consistent finding in all outlier-sensitive regions was comparable releases
from adaptation in Same4 and Different0 trials, and comparable adap-
tation in Same0 and Different4 trials. In anterior-medial ventral visual
cortex, it appears that the same neurons that normally represent the
larger ensembles are recruited to encode the outliers in that the overall
neural response in this region is dominated by the presence of outliers in
the second display, in relation to the previously seen ensemble contain-
ing no outliers. This is interesting, as it demonstrates that ensemble-
sensitive regions such as PPA are able to code ensemble features at
both global (i.e., entire set-level visual similarity and dissimilarity) and
local (i.e., outlier detection) levels of representation. As discussed earlier,
in other brain regions that do not routinely show global-based ensemble
sensitivity (e.g., OPA, LO), the adaptation results are likely driven by
individual object or feature (e.g., shape) perception across both ensemble
displays. In task-related regions such as frontal and posterior parietal
cortices, it is likely that outliers are represented in order to be actively
discounted to produce the correct task response. Thus different brain
regions work in concert to ensure that outliers are detected and then
processed appropriately according to the goal of the task at hand (e.g.,
either discounted or enhanced).

5. Conclusions

To conclude, we present evidence that both ensemble- and shape-
processing sensory regions, as well as task-related processing regions
show sensitivity to the presence of outliers in object ensembles. These
neural mechanisms likely work together to flag the presence of outliers
during visual perception and then weigh the outliers appropriately in
subsequent decisions relating to behavioral task demands. After all, the
mechanisms responsible for perceiving the entire forest and the indi-
vidual trees from the same scene should both be sensitive to the presence
of one or two trees that are on fire, and should then be able to pass this
information on to fronto-parietal task-related regions so that an appro-
priate action may be taken.
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