
a: less than 0.05
b: nothing: P-value might be less than 0.01 or 
might not be.
c: Do not reject null hypothesis. (Knowing that 
the P-value is 0.0234 tells you that the evidence 
against H0 is strong but not very strong; if all 
you know is that the P-value is less than 0.05, 
you don't know how  strong the evidence is.)



a: No; it seems very close to 20.

b: z=
20.005−20
0.2 /10000

=2.5 , P-value 2x0.0057=0.0114.

c: No (would reject H0): statistical significance 
not same as practical significance (sample size 
“too big”).



a: yes: H0 seems very wrong.

b: z=
26−20
5/2

=1.70 ; P-value 0.0897, do not reject 

H0.
c: no, as before; this time sample size too small.
d: this question: 19.1 to 32.9 (very wide), 
previous 20.001 to 20.009 (very narrow).
Here, 26 is inside the CI (plausible given data); 
previously, 20 is outside the CI (not plausible 
given data).



– plausible theory that turns out to be wrong
– some problem with the experiment

Either way, the result seems interesting and 
would be worth following up on, except that it 
probably wouldn't be publishable -- journals like 
small P-values.



You do the simulation. 

Idea of answer: if you do a lot of tests, some of 
them (about 5% if =0.05 ) will be significant 
just by chance even if the null hypothesis is true. 
So it is perfectly reasonable to conclude that the 
process mean really is 60 if somewhere around 
5% of the 100 tests came out significant.

A step further: if the null hypothesis is true, the 
number of significant tests is binomial with 
n=100 and p=0.05, and you can see whether 



your simulation is out of line compared to that. 
(Extra extra: what if the process mean is 
actually 70, so that the null is wrong? What 
would you expect to happen then? What actually 
does happen?)



This is about power, so you can skip it.



This is also about power; skip this one.


