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Abstract

We study decentralized learning in organizations. Decentralization is captured through Crawford and Haller’s [Learning how to cooperate: optimal play in repeated coordination games, Econometrica 58 (1990) 571–595] attainability constraints on strategies. We analyze a repeated game with imperfectly observable actions. A fixed subset of action profiles are successes and all others are failures. The location of successes is unknown. The game is played until either there is a success or the time horizon is reached. We partially characterize optimal attainable strategies in the infinite horizon game by showing that after any fixed time, agents will occasionally randomize while at the same time mixing probabilities cannot be uniformly bounded away from zero.
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1. Introduction

We study decentralized learning in organizations. We require agents to learn by trial and error. They can only observe success or failure and not the actions taken by other agents. A failure means that the organization will want to explore a novel action combination. Decentralization means that agents change their actions independently. Therefore it may be unclear which members have to change their actions and, given the observational restrictions, which agents do change their actions. The learning activities of some agents may confound the learning of others.

Decentralization is captured through a symmetry constraint on agents’ strategies, called attainability, that was introduced by Crawford and Haller [4] (CH in the sequel). An attainable strategy respects at any point in time whatever symmetries remain in the game. Among learning rules satisfying the symmetry constraints, we are interested in optimal rules. Formally, we analyze a repeated $n$-player game in which a fixed subset of action profiles are successes and all other action profiles are failures. The number of successes is known, but not their location. The game is played in periods $1, \ldots, T$ until either there is a success or the time horizon, $T$, is reached.

Optimal attainable strategies are equilibrium strategies. Our main results show that with any optimal attainable strategy in the infinite horizon game, agents will never stop randomizing forever, while at the same time mixing probabilities cannot be uniformly bounded away from zero. Randomization makes it possible that players observe different histories and subsequently behave asymmetrically even if they use identical strategies. Randomization helps players getting “off the diagonal.” The cost of randomization is that it may let players revisit action profiles by chance. An optimal strategy balances this cost with the desymmetrizing benefit from randomization. Thus randomization can be viewed as an investment in symmetry breaking.

We compare this, decentralized, solution to the centralized solution where the symmetry constraint is removed. In the infinite horizon game, the cost of decentralization, the difference between the unconstrained optimum and the attainable optimum, is always positive. It is (weakly) increasing with the division of labor in the organization, yet may fall with the size of the organization if the organization has a constant returns technology.

Crawford and Haller [4], who first proposed the approach that we are using in this paper, use it to analyze two-player repeated coordination games. It is extended in Kramarz [8] to $n$-player games, in Bhaskar [2] to games with conflict, and in Alpern and Reyniers [1] to dispersion games. Blume [3] uses analogous symmetry constraints to study the benefit of grammar-like structures in language. Rubinstein [15,14] uses an alternative approach for studying structure in language through properties of binary relations.

The paper is organized as follows. The next section describes search-for-success games. Section 3 introduces the attainability constraint on strategies that we use to capture decentralization. In Section 4 we solve for both optimal and equilibrium attainable strategies in a three-period two-action example. Our main results are in Section 5, where we characterize optimal and equilibrium attainable strategies in infinite horizon search-for-success games. In Section 6 we evaluate the expected payoff loss that results from conducting a decentralized rather than a coordinated search. Section 7 concludes.

2. The game

We consider a repeated $n$-player, $m$-action game. In the stage game, the players, $i \in I$ have identically many actions $a_i$ and identical payoffs from each action combination $a = (a_1, \ldots, a_n)$. Let $A_i$ be player $i$’s set of actions in the stage game and note that $\#A_i = m$ for all $i$. All action
combinations are either failures or successes. Use $X$ to denote the set of all possible assignments of successes to action profiles. Then, each player’s payoff $u_i(a, \theta)$ in the stage game depends on the action profile $a$ and the random variable $\theta$ which takes values in $X$ and determines which $k$ profiles are successes. We assume that the number of success profiles $k$ is the same for any realization of $\theta$ and satisfies $k < m^n - m$. The latter assumption ensures that a single player cannot guarantee a success by trying all of his actions. At a success, all players earn a payoff 1 and at a failure they all get 0. The number of successes is commonly known but not their location. Any assignment of the given number of successes across action combinations is equally likely. We refer to this game as “search for success.”

In the repeated game the random assignment of successes to action profiles is determined once-and-for-all before the first play of the game. The stage game is repeated in periods $t = 1, \ldots, T$, until either a success is played or the time horizon $T$ is reached. We consider both finite and infinite $T$. Denote the repeated game with time horizon $T$ by $\Gamma^T$. Players only observe their own actions and their own payoffs, not the actions of other players. We assume that players maximize the expected present discounted value of future payoffs with a common discount factor $\delta \in (0, 1)$.

Since players can only observe success or failure in addition to their own actions, and a success ends the game, their strategies can only depend on their private histories $h^t_i \in H^t_i$, where $H^t_i := A^t_i$ for $t \geq 1$, and we define $H^0_i$ as a singleton set containing the null history $h^0_i$. Let $h^t := (h^1_i, \ldots, h^n_i)$ be an entire history ending in period $t$ and denote an infinite history by $h$. Define $H^t := \times_{i \in I} H^t_i$, and let $H$ stand for the set of all infinite histories. A (behavior) strategy for player $i$ is a sequence of functions

$$f^t_i : H^{t-1}_i \rightarrow \Delta(A_i),$$

where $\Delta(A_i)$ denotes the set of probability distributions over $A_i$. For any history $h^{t-1}_i \in H^{t-1}_i$ and $a_i \in A_i$, let $f^t_i(h^{t-1}_i)(a_i)$ denote the probability that player $i$’s strategy assigns to his action $a_i$ after history $h^{t-1}_i$. Define $a_{i\tau}$ as the action taken by player $i$ in period $\tau$ and $a^\tau_i(h^t_i)$ as the $\tau$th component of the history $h^t_i$ for $\tau \leq t$. Define the set of actions $a_i$ taken by individual $i$ in history $h^t_i$ as $A_i(h^t_i) := \{a_i \in A_i | \exists \tau \leq t \text{ with } a_i = a^\tau_i(h^t_i)\}$.

Any behavior strategy profile $f$ induces a probability $\pi_t(f)$ of a success in period $t$, taking into account that a success ends the game. Note that it suffices to write this probability as $\pi_t(f^1, \ldots, f^t)$, that is only as a function of behavior up to and including period $t$. We can then write each player’s payoff from profile $f$ as

$$\Pi(f) = \sum_{t=1}^T \delta^{t-1} \pi_t(f^1, \ldots, f^t).$$

For any two strategies $f$ and $g$, we denote by $g(f, \tau)$ the strategy obtained by following $f$ until period $\tau$ and $g$ thereafter.

The fundamental problem in this game is to learn from failure, i.e. to avoid action combinations that have led to failures in the past. This is difficult when decision making is decentralized, communication is limited and agents lack other means of coordinating their search. In the next section, we formally model the constraints imposed on agents by decentralized decision making.

---

1 For most of our results there is a version that holds for more standard repeated games that continue until the time horizon is reached regardless of the number of successes. However, our approach of ending the game as soon as there is a success considerably sharpens the statement of results.
3. Attainable strategies

Following Crawford and Haller [4], we use symmetry to capture the strategic uncertainty that players are facing in the absence of communication or of an alternative coordination mechanism. CH model players as having common knowledge of the game, while lacking a common description of the game. Players do not have a common language that would label either players’ actions or their position in the game.

Like CH we focus on attainable strategies, i.e. strategies that are invariant to the players’ private descriptions of the game. Up to a bijection between their action spaces, $A_i$ and $A_i'$, any two players $i$ and $i'$ will use identical strategies, and, each player $i$’s strategy is only defined up to a permutation of $A_i$. Note that any bijection $\rho : A_i \rightarrow A_i'$ between two players’ action spaces naturally induces a bijection between their spaces of histories $H^t_i$ and $H^t_i'$ via $\rho(a_{i1}, \ldots, a_{it}) = (\rho(a_{i1}), \ldots, \rho(a_{it}))$. Then, the two conditions of player symmetry and action symmetry amount to

1. $\forall i, i' \in I, \exists$ a bijection $\hat{\rho} : A_i \rightarrow A_i'$ such that $f^t_i(h^t_i(a_i)) = f^t_i(\hat{\rho}(h^t_i(a_i)))(\hat{\rho}(a_i))$, $\forall a_i \in A_i$, and
2. $f^t_i(h^t_i(a_i)) = f^t_i(\hat{\rho}(h^t_i(a_i)))(\hat{\rho}(a_i))$, $\forall a_i \in A_i$, and for all bijections $\hat{\rho} : A_i \rightarrow A_i$.

We call strategy profiles $f$ that satisfy both of these restrictions attainable. We say that an individual strategy $f_i$ is attainable if it satisfies condition (2), i.e. action symmetry.

The second part of the definition of attainability implies that if a player puts any weight on an action that he has not used before, he must put equal weight on all such actions. Thus, in the first period, each player must put equal weight on each of his actions. In the second period, players can repeat their first-period actions, they can randomize equally over the new actions, or, more generally, they can play any convex combination of these two extremes. The first part of the definition of attainability implies that each player plays the same such convex combination; i.e., their second-period randomizations over actions are essentially the same. Suppose that in the second period the players put some weight on old and some weight on new actions. Then, in the third period, the players randomly divide into two groups: those whose first two actions were the same, and those whose first two actions differed. In the first group, each player’s play in the third period must be a (possibly degenerate) mixture of the old action and new actions, with equal weight attached to each new action. In the second group, each player’s play in the third period must be a (possibly degenerate) mixture of his first action, his second action and new actions, with equal weight attached to new actions. The mixtures within each group must be the same. So, for example, if some player in the second group puts weight $\frac{1}{2}$ on his first action, every player in this group must put weight $\frac{1}{2}$ on their respective first actions. But the mixtures can differ between the two groups. In general, after any history, an attainable strategy must specify a mixture of the actions that occurred in the player’s history (with each action identified by when it occurred) and new actions, with the constraint that the weight on each new action must be equal. If two players’ histories are the same (up to the names given to their actions by when the action occurred), then they must play the same such mixture.

The two parts of the definition of attainability are the same as CH’s requirement that “players whose positions are undistinguished play identical strategies” and that “any two of a player’s undistinguished actions enter his strategy symmetrically.” Symmetries can only be broken over time, in the case of actions because they become distinguished by the period in which they are first taken, and in the case of players because, in our setting, they may observe different private histories.
Strategy profiles that maximize players’ payoffs among the set of attainable strategy profiles will be called *optimal attainable strategy profiles*. The corresponding individual strategies will be referred to as optimal attainable strategies. Attainable strategy profiles that are Nash equilibria are referred to as *equilibrium attainable strategy profiles*. Note that when we check for equilibrium we impose no restrictions on deviations; the symmetry restrictions apply only on the solution path, whether it is optimal or equilibrium. Since players have to use identical strategies we will often limit our discussion to individual strategies rather than entire profiles. We denote the set of attainable behavior strategies of player $i$ in a $T$-period search-for-success game by $F^T_i$, and the set of attainable strategy profiles by $F^T$. A private history $h^T_i$ is *on the path* of an attainable strategy profile $f$ if $h^T_i$ has positive probability under $f$.

4. A three-period two-action example

In this section, we study the three-period game ($T = 3$) with two actions per player ($m = 2$), $n$ players, $k < 2^n - 2$ success profiles and common discount factor $\delta \in (0, 1)$. The example illustrates the attainability constraint and builds intuition for our main results on infinite-horizon games.

With two actions, attainability amounts to players using both actions with equal probability in the first period and switching actions with identical probabilities following identical switching histories. Therefore, each player’s strategy in the three-period game can be summarized by the triple $(p, q_0, q_1)$, where $p$ is the probability of switching in period two, $q_0$ is the probability of switching in period three conditional on no switch in the previous period, and $q_1$ is the probability of switching in period three conditional on a switch in the previous period.

Before proceeding, we consider the case of a two-period game. Then, only the second-period switching probability $p$ matters. By attainability, $p$ must be the same for all players. If $p < 1$, there is positive probability, $(1 - p)^n$, that the action profile visited in the first period is revisited. Choosing $p = 1$ guarantees that a new action profile will be selected in the second period. Therefore, $p = 1$ is uniquely optimal in the two-period game.

In contrast, in the three-period game, $p = 1$ cannot be optimal. To see this, suppose that all players switch with probability one in the second period. Then all players have identical histories at the beginning of the third period and thus use identical switching probabilities in the third period. Therefore, there is positive probability that all players make the same switching decision in the third period and thus revisit a profile they have examined before. Intuitively, in this case they “stay on the diagonal.” Suppose now that one of the players deviates by not switching in period two and then switches with probability one in the last period. In that case players will “get off the diagonal” in period two and a new profile is examined in every period. If all players use the original strategy with probability $1 - \varepsilon$ and adopt the deviation with probability $\varepsilon$, the resulting hybrid profile is attainable, and the probability that all players use the deviation, $\varepsilon^n$, is at least an order of magnitude smaller than the probability that a strict subset of players adopts the deviation. As a result, for sufficiently small $\varepsilon$, the hybrid profile would yield a strictly higher payoff than switching with probability one in period two.

Evidently, $p = 0$ cannot be optimal either, because then at most two profiles would be examined in total, one in period one and one in period three, while with discounting it would be better to examine these two profiles in the first two periods, i.e. $p = 1$. We conclude that an optimal value of $p$ in the three-period game must satisfy $p \in (0, 1)$. The optimal $p$ balances the fundamental tradeoff between increasing the probability that a new action profile is examined in period two and making it more likely that players start the third period off the diagonal. Before determining
the optimal second-period switching probability, we need to consider the third-period switching probabilities.

Conditional on not having switched in period two, it is optimal to switch with probability one in period three, i.e. \( q_0 = 1 \), because this guarantees that a new profile will be examined. Since there is positive probability that no player switches in period two, \( q_0 = 1 \) is uniquely optimal. Conditional on having switched in period two, there are two possibilities: all other players switched as well, or at least one other player did not switch in period two. In the latter case, the player who did not switch in period two will switch with probability one in the last period, because \( q_0 = 1 \), and therefore in this event the choice of \( q_1 \) does not affect the expected payoff. In the other case, where all players switched in period two, the probability of getting off the diagonal in period three equals \( 1 - q_1^n - (1 - q_1)^n \), which is uniquely maximized by setting \( q_1 = \frac{1}{2} \). Since both cases have positive probability, the unique optimal choice for \( q_1 \) is \( q_1 = \frac{1}{2} \).

We can now return to determining the optimal second-period switching probability \( p \). Conditional on no success in period one, the ideal outcome in period two is for a strict subset of players to switch, because then it is guaranteed that a new profile is visited in every period. The expected payoff from this ideal outcome, starting in period two, equals \( \frac{k}{2^{n-1}} + \delta \frac{2^n - 1 - k}{2^{n-2}} \).

An ideal outcome is not realized if one of two “errors” occurs: no one switches in period two, a “no-switch error,” or all players switch in period two, an “all-switch error.” The expected payoff from a no-switch error equals \( \delta \frac{k}{2^{n-1}} \), using \( q_0 = 1 \). The expected payoff from an all-switch error equals \( k \frac{p}{2^{n-1}} + \delta \frac{2^n - 1 - k}{2^{n-2}} (1 - (\frac{1}{2})^{n-1}) \), using \( q_1 = \frac{1}{2} \). The goal in choosing \( p \) is to minimize the expected payoff loss relative to the ideal outcome, which can now be calculated to be proportional to

\[
(1 - \delta) + \delta \frac{2^n - 1 - k}{2^n - 2} (1 - p)^n + \delta \frac{2^n - 1 - k}{2^n - 2} \left( \frac{1}{2} \right)^{n-1} p^n,
\]

where the first term derives from the no-switch error and the second term from the all-switch error. There is a unique value of \( p \) that minimizes this expression. We summarize our observations in the following proposition:

**Proposition 1.** In the three-period repeated search-for-success game with two actions per player, common discount factor \( \delta \), \( n \) players, and \( k \) success profiles, there exists a unique optimal attainable strategy. It is given by \( (p, q_0, q_1) = \left( p^*(\delta, n, k), 1, \frac{1}{2} \right) \), where

\[
p^*(\delta, n, k) = \frac{2}{\left( \frac{1 - \delta}{\delta} \left( \frac{1}{2^{n-1}} \right)^{-1} \right)^{\frac{1}{n-1}}} + 2.
\]

The next question we will address is whether the unique optimal attainable strategy is an equilibrium strategy and, if so, whether there are other attainable equilibria. If the optimal attainable strategy were not an equilibrium, there would be a profitable deviation. Since players have identical payoffs, this deviation would benefit all players. All players using the original strategy with probability \( 1 - \varepsilon \) and the deviation with probability \( \varepsilon \) is an attainable strategy. The probability of exactly one player deviating is of higher order of magnitude than the probability of more players deviating. Therefore, for small \( \varepsilon \) the hybrid profile would lead to a higher expected payoff for all players, contradicting the optimality of the strategy we
found in Proposition 1. We conclude that the optimal attainable strategy of Proposition 1 is an equilibrium strategy.

Next, we turn to the question of uniqueness in the class of attainable equilibria. Consider the value of $p$ in any attainable equilibrium. Suppose that $p = 1$. Then player $i$ can guarantee that a novel action profile is examined in every period by defecting to the strategy $(0, 1, q_1)$. Suppose instead that $p = 0$. Then $q_0$ cannot be less than 1. Otherwise player $i$ could deviate to $(0, 1, q_1)$ and thereby increase his payoff. However, if $p = 0$ and $q_0 = 1$, then player $i$ would be better off by deviating to $(1, 1, q_1)$, which would guarantee that a novel profile is examined in every period. Hence, in any attainable equilibrium strategy, $p \in (0, 1)$.

Since $p < 1$, there is positive probability that no one switches in period two. It is always a best response for player $i$ to switch in period three if he did not switch in period two, and if no one else switches in either period, it is a strict best response. Therefore $q_0$ must equal one in any attainable equilibrium strategy.

Since $p > 0$, the choice of $q_1$ matters with positive probability, and since $q_0 = 1$, it matters only when all players switch in period two. In that event it is uniquely optimal for player $i$ to switch (not to switch) in period three if $q_1^{n-1} < (>) (1 - q_1)^{n-1}$, and he is indifferent otherwise. Hence, since attainability requires $q_1$ to be the same for all players, we must have $q_1 = \frac{1}{2}$.

Could there be a $p$ other than $p^*(\delta, n, k)$ that is part of an attainable equilibrium? To answer this question, note that for player $i$ the decision of whether to switch in period two is only relevant if either all or none of the other players switch. In all other cases, since $q_0 = 1$, it is guaranteed that a new profile is chosen in each period, regardless of $i$’s choice. If all other players switched with probability one, it would be optimal for player $i$ to switch with probability zero, and vice versa. Therefore, there is a unique switching probability that makes player $i$ indifferent between switching and not switching, which has to be $p^*(\delta, n, k)$.

We summarize our observations in the following proposition.

**Proposition 2.** In the three-period repeated search-for-success game with two actions per player, common discount factor $\delta$, $n$ players, and $k$ success profiles, there exists a unique attainable equilibrium strategy. It coincides with the optimal attainable strategy.

Note that in the attainable Nash equilibrium, agents condition their behavior on their own past actions, which are not publicly observable. Since the attainable equilibrium is unique, it follows that there is no public attainable Nash equilibrium in our game.\(^2\)

Simple inspection of $p^*(\delta, n, k)$ yields a number of interesting comparative statics predictions about how agents’ responses to failure in an organization vary with the fundamentals that characterize the organization: first, the second-period switching probability $p^*(\delta, n, k)$ is strictly

\(^2\)There has been some recent work on the effects of restricting the analysis of games with imperfect monitoring to public equilibria. Fudenberg et al. [6] obtain a Folk Theorem in perfect public strategies for games with imperfect public monitoring as long as the public signal permits statistical detection of individual deviations. In contrast, Radner et al. [13] show that perfect public equilibrium payoffs are uniformly bounded away (in the discount factor) from the efficient frontier in repeated partnership games with discounting, while Radner [12] shows that efficiency can be attained in repeated partnership games without discounting. Recently, Obara [11] has shown that the equilibrium payoffs obtainable with perfect public strategies in the Radner–Myerson–Maskin example can be improved upon by permitting players to condition their behavior on their own past actions, which are not publicly observable. Thus, Obara shows that the restriction to public strategies may constrain efficiency, while our example shows that this restriction in conjunction with the attainability requirement can rule out existence.
decreasing in $\delta$. Intuitively, raising the discount factor shifts the concern from avoiding the no-switch loss to avoiding the all-switch loss. Agents become willing to increase the probability of a no-switch loss in order to increase the probability of getting off the diagonal. Second, as $\delta \to 1$, the second-period switching probability converges to $\frac{2}{3}$. To understand this note that there is with certainty a reduction in the number of profiles examined if no one switches in period two, whereas if all agents switch such a reduction occurs only with probability $\left(\frac{1}{2}\right)^{n-1}$. This means that agents will be more concerned with the immediate no-switch loss than the more remote all-switch loss. As can be seen from Eq. (1), when $\delta = 1$, minimizing the expected loss amounts to balancing $(1 - p)^n$ and $2\left(\frac{1}{2}p\right)^n$. Thus the probability $(1 - p)$ gets twice the weight of the probability $p$; the minimum equates $(1 - p)$ and $\frac{1}{2}p$. Third, as $\delta \to 0$, the second-period switching probability converges to $1$. Very impatient players have no interest in the desymmetrizing effects of randomization, which only result in increased payoffs in the future. They seek immediate success. Fourth, the second-period switching probability is strictly decreasing in the number of agents, $n$, in the organization. An inspection of the expression in Eq. (1) reveals that increasing $n$ magnifies the effect of small variations in $p$ on the ratio of likelihoods of a no-switch versus and all-switch loss. This diminishes the relative importance of discounting and accordingly increases the concern with the all-switch loss, which leads to a reduction in $p$. This effect of increasing organization size on agents’ responses to failure has the same direction even if the a priori success probability, $\frac{k}{2n}$, is kept constant. Fifth, the second-period switching probability is strictly increasing in $k$. Agents in the organization respond faster to failure as the success probability is increased. As $k$ increases, it becomes less likely that period three is reached conditional on someone switching in period two. The increased probability of an immediate success diminishes the concern about the all-switch loss. Finally, the second-period switching probability converges to $\frac{2}{3}$ as $n \to \infty$. As we noted above, increasing the number of agents diminishes the role of discounting. The effect of letting $n \to \infty$ is the same as that of $\delta \to 1$.

5. Optimal attainable strategies

In this section we consider a general class of search-for-success games. As a preliminary step, we establish existence of optimal attainable strategies for games with any time horizon and a convenient link between optimal and equilibrium attainable strategies. We then proceed to the main objective of this paper, a partial characterization of optimal attainable strategies in infinite-horizon search-for-success games.

5.1. Existence of optimal attainable strategies and relation to equilibrium

Unlike in the previous section, with a long or infinite time horizon it is prohibitively difficult to explicitly exhibit optimal attainable strategies. Therefore, we choose to characterize such strategies instead. Such a characterization is only meaningful if we have a general existence result.

Proposition 3. An optimal attainable strategy exists in any search-for-success game.

When players have identical payoffs, as in search-for-success games, it is intuitive that optimal attainable strategy combinations are Nash equilibria. The following result confirms this intuition.
**Proposition 4.** Any optimal attainable strategy in a search-for-success game is a Nash equilibrium strategy.\(^3\)

This result will play an important role in our characterization of optimal attainable strategies. To rule out a class of candidate optimal attainable strategies, by Proposition 4 it suffices to show that it does not contain a Nash equilibrium. The strategy of the proof is (similar to the argument in the example in Section 4) to show that if one player has a profitable deviation, it benefits all players to adopt that deviation with some small probability, which violates optimality.

Combining Propositions 3 and 4, we immediately obtain the following existence result for attainable equilibria.

**Corollary 1.** An optimal attainable Nash equilibrium strategy exists in any search-for-success game.

### 5.2. A (partial) characterization of optimal attainable strategies

We next provide a partial characterization of optimal attainable strategies in infinite horizon games. The first set of results in this section establishes the importance of randomization in optimal attainable strategies: we show that randomization never ceases (Proposition 5), that impatient players begin randomizing before they run out of new actions (Proposition 6) and that, similar to uniform mixing, an optimal attainable strategy finds a success with probability one (Proposition 7). The second set of results establishes the importance of near-deterministic behavior in optimal attainable strategies: we show that after no time can mixing probabilities be uniformly bounded away from zero (Proposition 8) and that with an increasing number of actions the probability of repeating an action during the initial periods converges to zero (Proposition 9).

The benefit of mixing is that it helps in desymmetrizing behavior, the cost that it may lead to repetitions by chance. A strategy whose mixing probabilities are bounded away from zero has the advantage that with an infinite time horizon it will find a success profile with probability one and thus for large \( \delta \) will be nearly optimal. With such a strategy, however, there are sample paths along which the same action is taken repeatedly, without success, for a long time, making it increasingly unlikely for that action to be part of a success profile.

We begin by showing that any optimal attainable strategy requires nontrivial randomization. If players do not randomize, beyond the randomization that is implicit in the attainability requirement, they effectively use identical actions in each period. As a consequence, they will sample at most \( m \) profiles. More generally, if players cease randomizing after some time \( t \), there is positive probability that, up to renaming, they all observed the same history until that time, in which case they will behave identically from time \( t \) on and once again only sample \( m \) profiles. In that case, eventually the players should become convinced that they are stuck in a cycle and would prefer to deviate from their strategy.

The next result makes this intuition precise. We first define a deterministic attainable strategy as one which, after each history, puts either probability one or probability zero on each used action. This implies that if after some history a deterministic strategy puts positive probability on an unused action, then it puts positive probability only on unused actions (and, by the attainability

\(^3\) CH and McLennan [9] prove analogous results for repeated coordination games without payoff uncertainty and for finite common interest games, respectively.
requirement assigns equal probability to each of them). More generally, we say that the attainable strategy \( f_i \) is deterministic from time \( t \) on if
\[
\begin{align*}
&\text{for all } a_i \in \mathcal{A}_i(h_i^{t-1}), \text{ for all } h_i^{t-1} \text{ on the path of } f_i, \text{ and for all } \tau \geq t. \\
&\text{Proposition 5. For any } t < \infty, \text{ an optimal attainable strategy } f_i \text{ is not deterministic from time } t \text{ on.}
\end{align*}
\]

**Proof.** Suppose to the contrary that the strategy \( f_i \) is deterministic after time \( t \). Then for any history \( h' \in H_t \) there exists a time \( \hat{t}(h', f) \) such that all action profiles that will be visited by \( f \) following \( h' \) have been visited by time \( \hat{t}(h', f) \). Since the set of action profiles is finite, \( \hat{t}(h', f) \) is less than infinity. Define \( \hat{t} \) as the maximum of these times over all histories in \( H_t \). Since \( H_t \) is finite, \( \hat{t} \) is finite as well. Note that the attainable profile \( f \) reaches time \( \hat{t} \) with positive probability. This will be the case for example when agents take identical actions (up to renaming) in each period up to time \( t \). The strategy \( f_i \) is guaranteed to fail to find a success profile after time \( \hat{t} \). Therefore, the strategy \( \tilde{f}_i \) that randomizes uniformly over all actions after time \( \hat{t} \) and is otherwise identical to \( f_i \) is both attainable and yields a strictly higher payoff than \( f_i \), which contradicts \( f_i \) being an optimal attainable strategy.

Proposition 5 shows that regardless of their time preference players will want to continue randomizing some of the time in order to avoid getting stuck in cycles. Somewhat surprisingly, impatient players may want to randomize even before there is the risk of entering a cycle. To see this, suppose players always switched to an unused action as long as such an action is available, i.e. during the first \( m \) periods. Then a player who deviates and does not switch during one of the first \( m \) periods obtains the same expected payoffs for the first \( m \) periods and in addition can guarantee that a new profile will be visited during the \( m + 1 \)st period. Since the original strategy cannot avoid revisiting an earlier profile in period \( m + 1 \) with a probability that is bounded away from zero, the deviation increases expected payoffs during the first \( m + 1 \) periods. For sufficiently small discount factors, this payoff gain outweighs possible losses in future periods. In that case the original strategy is not an equilibrium and therefore not optimal by Proposition 4. This is made precise in the following proposition. The attainable strategy \( f_i \) revisits a prior action during the first \( t \) periods if there exists a period \( \tau \leq t \) and an action \( a_i \in \mathcal{A}_i(h_i^{\tau-1}) \) such that
\[
\tilde{f}_i^\tau(h_i^{\tau-1})(a_i) > 0.
\]

**Proposition 6.** There exists a \( \delta \in (0, 1) \) such that for all \( \delta \in (0, \delta) \) the following holds: If \( f_i \) is an equilibrium (optimal) attainable strategy in the game with \( m \) actions, then it revisits a prior action during the first \( m \) periods.

**Proof.** Suppose \( f_i \) is an equilibrium attainable strategy that does not revisit a prior action during the first \( m \) periods. Let all players other than \( i \) follow this strategy (recall that in an attainable profile all players use identical strategies). Consider a deviation by player \( i \) to any strategy \( \tilde{f}_i \) with
\[
\tilde{f}_i^t(h_i^{t-1}) = a_{i1} \quad \forall t = 1, \ldots, m
\]
and
\[
\tilde{f}^m_{i}(h_i^m) = a_{i2},
\]
where we use the fact that there are no attainability constraints on deviations. This deviation ensures that a novel action profile will be visited in each of the first \( m + 1 \) periods rather than only
the first $m$ periods. Since the strategies used by players $j \neq i$ do not revisit a prior action during the first $m$ periods,

$$\pi_t(\tilde{f}_i, f_{-i}) = \pi_t(f_i, f_{-i}) \quad \forall t \leq m.$$ 

It will be convenient to let $\psi_t(f)$ denote the hazard rate induced by the profile $f$, i.e.

$$\psi_t(f) := \frac{\pi_t(f)}{1 - \sum_{t=1}^{t-1} \pi_t(f)}.$$ 

Note that if every player follows the profile $f$ during the first $m$ periods then, given the attainability constraint, the probability of success in period $m + 1$ is maximized by solving the program

$$\min_p \sum_{j=1}^{m} p_j^n \quad \text{s.t.} \quad \sum_{j=1}^{m} p_j = 1,$$

where $p$ is the vector of probabilities $p_j$ that are assigned to actions $a_{ij}$, $j = 1, \ldots, m$. The solution is

$$p^*_j = \frac{1}{m}.$$ 

Hence,

$$\psi_{m+1}(f) \leq \left(1 - m \left(\frac{1}{m}\right)^n\right) \frac{k}{m^n - m}.$$ 

In contrast,

$$\psi_{m+1}(\tilde{f}_i, f_{-i}) = \frac{k}{m^n - m}.$$ 

Therefore,

$$\pi_{m+1}(\tilde{f}_i, f_{-i}) - \pi_{m+1}(f) = \left(1 - \sum_{t=1}^{m} \pi_t(f)\right) \left[\psi_{m+1}(\tilde{f}_i, f_{-i}) - \psi_{m+1}(f)\right]$$

$$\geq \left(1 - \sum_{t=1}^{m} \pi_t(f)\right) \left(\frac{1}{m}\right)^{n-1} \frac{k}{m^n - m}$$

$$=: \alpha > 0.$$ 

Even if we give $f$ the best shot at being optimal by making the most favorable assumption about its continuation payoff after period $\hat{t} = m + 1$,

$$\Pi(\tilde{f}_i, f_{-i}) - \Pi(f) \geq \delta^i \alpha - \frac{\delta^{i+1}}{1 - \delta}$$

$$= \delta^i \left(\alpha - \frac{\delta}{1 - \delta}\right).$$ 

Hence, if we define $\bar{\delta} := \frac{\alpha}{1 + \alpha}$, then $\tilde{f}_i$ is a profitable deviation as long as $\delta < \bar{\delta}$. \hfill \Box

According to Proposition 5, continued occasional randomization will be an essential part of any optimal attainable strategy. It aids symmetry breaking and ensures that there are no profiles
that are systematically avoided. Indeed, as our next result shows, an optimal attainable strategy will eventually find a success.

**Proposition 7.** An optimal attainable strategy $f_i$ finds a success with probability one.

**Proof.** Let $\zeta > 0$ denote the probability that a success will be found in the one-shot game if all players randomize uniformly over all their actions. The payoff from an optimal attainable strategy must be strictly greater than $\zeta$. Define $\beta(1, t)$ as the probability that the optimal attainable strategy $f_i$ finds a success in the time interval from time 1 to time $t$. $\beta(1, t) + \delta^{t+1}$ is weakly greater than the payoff from an optimal attainable strategy for all $t$. Choose $t$ and $\epsilon$ such that $\zeta - \delta^{t+1} > \epsilon > 0$. Then, $\beta(1, t) > \epsilon$. More generally, the probability $\beta(lt + 1, lt + t)$ that a success will be found in the $t$ periods starting with period $lt + 1$ conditional on no success in the preceding periods has to satisfy $\beta(lt + 1, lt + t) > \epsilon \forall t$ if player $i$ never takes action $a_i$. Therefore for all $t \geq 0$, the probability of a success in the infinite horizon game is not less than $1 - (1 - \epsilon)^t$, which proves our claim. $\square$

While randomization is essential, mixing probabilities cannot be uniformly bounded away from zero. This can easily be seen in the case of continued uniform randomization. There will be sample realizations in which a player chooses a given action in every period for some length of time. If that length of time is large enough, the posterior probability of that action being part of a success profile will be arbitrarily close to zero. At that point the player is better off putting probability zero on that action. We proceed with formalizing and generalizing this intuition.

We say that $f_i$ is $\epsilon$-mixed after time $t$ if for all $\tau > t$ and $h_i^{\tau - 1}$ on the path of $f_i$, $\gamma_{(a_i)} > \epsilon$ for all $a_i \in A_i$. We argue next that under an $\epsilon$-mixed profile, there is positive probability that a player uses the same action for long periods of time, and as a consequence places arbitrarily small probability on the possibility of that action being part of a success profile. We conclude that after such a history the player is better off not using that action in at least one period, which contradicts the assumption that his equilibrium strategy is $\epsilon$-mixed.

**Proposition 8.** For all $\epsilon > 0$, $\delta > 0$ there does not exist an equilibrium attainable strategy $f_i$ and a time $t$ such that $f_i$ is $\epsilon$-mixed after time $t$.

**Proof.** In order to derive a contradiction, suppose that $f_i$ is an equilibrium attainable strategy that is $\epsilon$-mixed after time $t$. Then it is optimal for player $i$ to take the same action, say $\tilde{a}_i$, in every period following time $t$. Since all other players use identical strategies, their strategies are also $\epsilon$-mixed after time $t$. Therefore the posterior probability of $\tilde{a}_i$ being part of a success profile converges to zero if player $i$ continues to take that action. Consequently, the expected payoff from continuing to take action $\tilde{a}_i$ converges to zero as well. In contrast, always taking one of the actions that maximizes the instantaneous payoff yields an expected payoff that is bounded away from zero, which contradicts the optimality of taking action $\tilde{a}_i$ in every period following time $t$. $\square$

Combining Propositions 8 and 4, we obtain the following observation.

**Corollary 2.** For all $\epsilon > 0$, $\delta > 0$ there does not exist an optimal attainable strategy $f_i$ and a time $t$ such that $f_i$ is $\epsilon$-mixed after time $t$.

An additional consequence of Proposition 8 is that optimal attainable strategies must exhibit nondegenerate dependence on private histories. They cannot be public, i.e. condition only on
publicly available information, which is the current time period. To see this, let $\rho : A_i \to A_i$ be a bijection, with $\rho(a_{i1}) = a_{ij}$ for some $j \neq 1$. By attainability,

$$f^t_i(h^{t-1}_i)(a_{i1}) = f^t_i(\rho(h^{t-1}_i))(a_{ij}).$$

If $f$ is public, then

$$f^t_i(h^{t-1}_i) = f^t_i(\rho(h^{t-1}_i)).$$

Combining the two equations and using the fact that the choice of $a_{ij}$ was arbitrary, we have

$$f^t_i(h^{t-1}_i)(a_{i1}) = f^t_i(h^{t-1}_i)(a_{ij}) \forall a_{ij} \in A_i.$$  

This shows that any public attainable strategy must always mix uniformly. By Proposition 8 we know that uniform mixing in every period is not an equilibrium. Hence, by Proposition 2 we know that the unique public attainable strategy is not an optimal attainable strategy.

While the extremes of uniform mixing in every period and of deterministic switching in every period are never optimal, these strategies will be approximately optimal for equally extreme choices of some of the parameters of the game. Evidently, for any $\epsilon > 0$ we can find $\delta \in (0, 1)$ such that for all $\delta > \delta$, the payoff from uniform mixing is at least $\epsilon$-close to that from an optimal strategy. In contrast, for fixed $\delta$, switching with probability one to a new action as long as such actions are available (“switching early”) becomes increasingly attractive as the number of available actions in the game increases. This is similar to the case of a finite time horizon $T$, where as long as $m > T$ any strategy that revisits an action taken before would be dominated by a strategy that switches to a new action in every period. With an infinite horizon, increasing the number of actions affects the payoffs from switching early vis-à-vis early randomization in two opposing ways: the costs from not achieving desymmetrization when switching early can be postponed into the more distant future; at the same time, the costs of revisiting actions taken before when randomizing early decline because there is a lower ex ante probability of these actions being success profiles. The former costs fall exponentially with $m$ because of discounting; the latter fall polynomially, because the ex ante probability of a success is a polynomial function of $m$. Therefore, for large $m$ switching early becomes increasingly attractive. The following proposition makes this intuition precise.

**Proposition 9.** Let $f^m$ be an optimal attainable strategy profile for the infinite horizon game with $m$ actions. Consider any sequence $\{f^m\}_{m=1}^\infty$ and denote by $\phi^m_t$ the corresponding probability with which period $t$ is reached and $f^m_t$ revisits the set of prior actions in period $t$. Then, for any $t < \infty$,

$$\lim_{m \to \infty} \phi^m_t = 0.$$  

6. The cost of decentralization

The attainability constraint in our analysis makes explicit that agents’ decision making is decentralized, i.e. that they cannot rely on communication, prior history or another mechanism to coordinate their strategies. In this section we ask what cost this constraint imposes on agents. Specifically, we define the cost of decentralization as the difference between the optimal unconstrained equilibrium payoff and the optimal attainable payoff.

A fundamental fact about the cost of decentralization follows directly from the attainability constraint. For any time $t \leq T$, there is positive probability that players use identical actions in
every period until time $t$. For $t > m$ this means that players will revisit action profiles with positive probability. Therefore we have the following observation:

**Proposition 10.** The cost of decentralization in the search-for-success game is positive if and only if the time horizon $T$ is greater than the number of actions $m$.

We next turn to the question of how the cost of decentralization changes with the number of members of the organization. First-order intuition would suggest that increasing $n$ complicates coordination and thereby increases the cost of decentralization. Note, however, that increasing $n$, without making any other changes, also reduces the payoff in the one-shot game, which confounds the analysis. It appears more appropriate the keep the ex ante productivity of the organization $γ = \frac{k}{mn}$ (the chance of having a success in the one-shot game) constant as we vary the number of members of the organization.

There are two basic ways of keeping $γ$ constant as we raise $n$: we can increase the number of success profiles $k$, which corresponds to *constant returns to scale* in the one shot game, or we can reduce the number of actions $m$, which, as we will see, can be interpreted as *increasing the division of labor* in the organization. Consider reducing $m$ while raising $n$ first. For example, compare the game with $n = 2$ players and $m = 4$ actions per player with the game with $n' = 4$ players and $m' = 2$ actions per player. Observe that the number of action profiles is the same in both games. Note also that we can identify (partial) action profiles in the four-player game with actions in the two-player game as follows: call player $i$’s actions in the four-player game $\{b_i, c_i\}$, $i = 1, 2, 3, 4$. Then we can “derive” the two-player game by calling player $j$’s actions in the two-player game $\{B_j, C_j, D_j, E_j\}$ and making the identification $B_1 = (b_1, b_2)$, $C_1 = (b_1, c_2)$, $D_1 = (c_1, b_2)$, $E_1 = (c_1, c_2)$ and $B_2 = (b_3, b_4)$, $C_2 = (b_3, c_4)$, $D_2 = (c_3, b_4)$, $E_2 = (c_3, c_4)$. Thus player $i = 1$ in the two-player game can be thought of as controlling the actions of players $j = 1$ and 2 in the four-player game, while player $i = 2$ in the two-player game can be thought of as controlling the actions of players $j = 3$ and 4 in the four-player game. If a player in the two-player controls the actions of two players in the four-player game, there is less division of labor in two-player game.

More generally, we can double the number of players from any $n$ to $n' = 2n$, and at the same time reduce the number of actions $m$ in order to keep the ex ante productivity $γ$ constant. Then we can identify each player in the $n$-player game with a pair $(i, j)$ in the $n'$-player game. It is convenient to give this compound player the name $(i, j)$ and to think of him as choosing action profiles $(a_i, a_j)$ in the $n'$-player game. The compound player $(i, j)$’s strategy assigns probabilities to actions profiles as a function of histories of action profiles, as follows:

$$f_{(ij)}(h^{t-1}_i, h^{t-1}_j)(a_i, a_j).$$

In contrast, the probability of that same pair of actions if chosen by two different players in the $n'$-player game equals

$$f_i(h^{t-1}_i)(a_i) \times f_j(h^{t-1}_j)(a_j).$$

The set of attainable mappings from history profiles $(h^{t-1}_i, h^{t-1}_j)$ into action profiles is strictly smaller for the pair of players $i$ and $j$ than for the compound player $(i, j)$ for three reasons: (1) for some histories, each of the disjoint players $i$ and $j$ have access to strictly less information than the

---

4 We consider the case where the initial values of $m$ and $n$ are such that no integer problems arise.
compound player \((i, j)\), (2) unlike the disjoint players \(i\) and \(j\), the compound player can correlate his component actions, and (3) the attainability constraints are more stringent for the disjoint players than for the compound player. The set of attainable mappings from history profiles to action profiles corresponds to the strategic options that are available to players in the game under the decentralization constraint. This construction generalizes straightforwardly to the case where \(n'\) is any multiple of \(n\) and numbers of actions in both games satisfy the condition \(mn = (m')n'\).

We refer to any such an increase in \(n\), as an increase in the division of labor. Therefore, we have the following result:

**Proposition 11.** Increasing the division of labor (1) strictly reduces the attainable strategic options in the game, and (2) weakly reduces expected payoffs from optimal attainable strategies.\(^5\)

Next, we examine how the cost of decentralization varies with \(n\) when there are constant returns in the one-shot game. Unfortunately, it is more difficult to obtain general results here. Therefore we return to our three-period two-action example from Section 4. There we can calculate the payoff from the optimal attainable strategy explicitly as

\[
\pi^D = \frac{k}{2^n} + \frac{2^n - k}{2^n} \delta \left( \frac{k}{2^n - 1} (1 - (1 - p)^n) \right) + \frac{2^n - k}{2^n - 1} \delta^2 \left( (1 - p)^n + \frac{2^n - 1 - k}{2^n - 2} (1 - (1 - p)^n - 2^{1-n} p^n) \right),
\]

where the superscript \(D\) emphasizes that this is the payoff from decentralization and \(p\) is understood to be the optimal second-period switching probability derived in Section 4, which itself depends on the parameters \(\delta, k, n\).

In the centralized organization, members can communicate and thus can ensure that an action profile is never revisited. This implies that the expected payoff from centralization in the three-period two-action game equals

\[
\pi^C = \frac{k}{2^n} + \delta \left( 1 - \frac{k}{2^n} \right) \left( \frac{k}{2^n - 1} \right) + \delta^2 \left( 1 - \frac{k}{2^n} \right) \left( 1 - \frac{k}{2^n - 1} \right) \left( \frac{k}{2^n - 2} \right).
\]

Therefore the costs of decentralization in the three-period two-action example equals

\[
C(\delta, k, n) = \pi^C - \pi^d = \delta \left( \frac{2^n - k}{2^n} \right) \left( \frac{k}{2^n - 1} \right) \left( 1 - \frac{k}{2^n} \right) \left( 1 - \frac{k}{2^n - 1} \right) \left( \frac{k}{2^n - 2} \right) \left( 1 - (1 - \delta) (1 - p)^n \right)
\]

\[+ \delta \left( \frac{2^n - 1 - k}{2^n - 2} \right) \left( 2^{1-n} p^n - (1 - p)^n \right).\]

Examining this cost function, we find that in the three-period repeated search-for-success game with two actions per player the cost of decentralization, \(C(\delta, k, n)\) (1) is decreasing in \(n\) for large \(n\) if one keeps \(\frac{k}{2^n}\) constant, and (2) converges to 0 as \(n \to \infty\), with or without keeping \(\frac{k}{2^n}\) constant. Unlike in Proposition 11, where raising \(n\) signifies an increase in the division of labor that makes it more difficult to avoid action profiles visited earlier, here raising \(n\) makes it easier to avoid repetition. The reason is that here raising \(n\) increases the number of action profiles. As the number

\(^5\)Jovanovic and Nyarko [7] also study a model in which increasing complexity slows learning. While considering multiple decision makers, their learning is centralized. Slower learning in their setting follows directly from increasing the dimensionality of the problem, not from coordination issues.
of action profiles grows, it becomes increasingly unlikely that a mixing strategy revisits an earlier profile in the three-period game.

In addition, we find that \( C(\delta, k, n) \) (1) is strictly increasing in \( \delta \) provided \( \delta \in [0, \frac{1}{2}) \) or \( k = 1 \), (2) converges to 0 as \( \delta \to 0 \), and (3) is strictly increasing in \( k \) for \( \left( \frac{2^{n-1}}{3} \right) > k \). Intuitively, (1) as the future becomes more important, the decentralization cost increases because the problem of revisiting action profiles that have been examined before becomes more acute. (2) If the future does not matter at all, the decentralization cost falls to zero because short-run payoffs are maximized by all agents switching to a new action. (3) With a moderate number of success profiles, the first-order effect of increasing the number of success profiles is to increase the payoffs with and without communication in the same proportion, which raises the difference. With a large number of success profiles this effect disappears because the probability of an early success becomes high, which makes the concern about revisiting prior profiles irrelevant.

7. Conclusion

We have studied decentralized search for an optimal action profile in common-interest games where players cannot use communication to coordinate strategies and cannot observe the actions of other players. We find that players invest in breaking symmetry through randomization. Players occasionally randomize after any time horizon, while at the same time mixing probabilities cannot be uniformly bounded away from zero.

Future work within the present symmetric game framework might explore generalizations of the payoff structure, e.g. games in which some successes are more valuable than others and games where in addition these valuations differ across players. More generally, it would be desirable to study decentralized search for an optimal profile in asymmetric games, where for example different players have different numbers of actions. This would necessitate finding a generalization or substitute for the attainability constraint that we presently use to capture decentralization; one possibility would be to introduce private information about which action profiles are more likely to lead to a success.

Appendix. A

A.1. Proof of Proposition 3

Proof. At a given information set, a behavior strategy specifies a probability distribution with finite support. The space of such probability distributions is compact. The attainability constraints at that information set are linear. Therefore, at any given information set, the set of probability distributions induced by an attainable behavior strategy is a closed subset of a compact set, and therefore compact.

The space \( \mathcal{F}^T \) of attainable behavior strategy profiles is isomorphic to the space \( \mathcal{F} \) of individual attainable behavior strategies which itself is a product of the attainable probability distributions at each information set. Therefore by Tychonoff’s Theorem \( \mathcal{F}^T \) is compact in the product topology. \(^6\)

In the finite horizon case the payoff function \( \Pi(\cdot) \) is clearly continuous relative to the product topology. Hence, in this case, finding an optimal attainable strategy amounts to maximizing a continuous function over a compact set. A solution exists by Weierstrass’ Theorem.

---

\(^6\) For this and later references to topology see e.g. Munkres [10].
In order to show existence in the infinite horizon game, we use the fact that with bounded payoffs in the stage game and constant common discount factor \(\delta < 1\), the search-for-success game is \textit{continuous at infinity} (see [5]), i.e., behavior in the far distant future has a vanishing effect on payoffs. Formally, if \(V^i(x, h)\) is the payoff of player \(i\) in the infinite horizon game as a function of the realization \(x\) of the random variable \(\theta\) and the history \(h\) and \(h(\tau)\) denotes the truncation of the infinite history \(h\) after period \(\tau\), then the game is continuous at infinity if

\[
\sup_{i \in I, x \in X, h, h' \in H, h(\tau) = h' (\tau)} |V^i(x, h) - V^i(x, h')| \to 0 \text{ as } \tau \to \infty.
\]

As a consequence of continuity at infinity we have the following property: for any \(\varepsilon > 0\), there exists \(\tau_0\) such that

\[
\sup_{f, g} |\Pi(f) - \Pi(g(f, \tau))| < \varepsilon \quad \forall \tau > \tau_0.
\]

For the infinite horizon case, note that since \(F^\infty\) is a countable product, \(F^\infty\) endowed with the product topology is metrizable. Recall that in a metrizable space compactness implies sequential compactness.

Let \(f_T^*\) be an optimal attainable strategy in \(\Gamma^T\) for finite \(T\). Let \(\tilde{f}_T^*\) be the extension of \(f_T^*\) to \(\Gamma^\infty\) that is obtained by prescribing uniform randomization at every information set after time \(T\). Since \(F^\infty\) is sequentially compact, the sequence \(\{\tilde{f}_T^*\}_{T=1}^\infty\) has a convergent subsequence. Denote this sequence (after reindexing) by \(\{\tilde{f}_T^*\}_{T=1}^\infty\) as well and its limit by \(\tilde{f}\). Note that \(\tilde{f}\) is attainable.

In order to obtain a contradiction, suppose there exists an attainable profile \(\hat{f}\) and an \(\varepsilon > 0\) such that \(\Pi(\hat{f}) - \Pi(\tilde{f}) > \varepsilon\). Let \(\hat{f}_T\) and \(\tilde{f}_T\) denote the strategies obtained from \(\hat{f}\) and \(\tilde{f}\) by truncating after \(T\) periods and prescribing uniform randomization thereafter. Since the payoff function is continuous at infinity, there exists a \(T\) such that for all \(T > T_0\), we have

\[
\Pi(\hat{f}_T) - \Pi(\tilde{f}_T) > \frac{\varepsilon}{2}.
\]

\(\Pi(\tilde{f}_n^*)\) is a bounded increasing sequence and therefore converges. Denote the limit by \(\Pi^*\). Let \(\tilde{f}_n^*\) denote the strategy obtained from \(\tilde{f}_n^*\) by truncating after period \(T\) and prescribing uniform randomization thereafter. Because convergence in the product topology implies pointwise convergence, for any \(T\), \(\tilde{f}_n^*\) converges to \(\tilde{f}_T\). Since \(\Pi\) is continuous in the arguments referring to the first \(T\) periods, \(\Pi(\tilde{f}_n^*\) converges to \(\Pi(\tilde{f}_T)\). Combining this with continuity at infinity of the payoff function implies that \(\Pi(\tilde{f}) = \Pi^*\). Hence, there exists a \(T\) such that \(|\Pi(\hat{f}_T) - \Pi(\tilde{f}_T)| < \frac{\varepsilon}{4}\).

\[
\Rightarrow \Pi(\hat{f}_T) - \Pi(\tilde{f}_T) - (\Pi(\hat{f}_n^*) - \Pi(\hat{f}_T)) > \frac{\varepsilon}{4}
\]

and thus

\[
\Pi(\hat{f}_T) - \Pi(\tilde{f}_n^*) > 0,
\]

which contradicts the optimality of \(f_T^*\) in the game with time horizon \(T\). \(\square\)

\[A.2. \ \text{Proof of Proposition 4}\]

\textbf{Proof.} The proof has two major steps. In the first step it is shown that if there is a profitable deviation, then there is a profitable attainable deviation. \(f^*\) is an optimal attainable strategy...
profile if it solves $\max_{f \in \mathcal{F}} \Pi(f)$. If $f^*$ is not a Nash equilibrium, then there exists a pure strategy $\hat{f}_i$ for player $i$ such that
\[
\Pi(\hat{f}_i, f^*_{-i}) > \Pi(f^*).
\]
This pure deviation generates a sequence of actions $\hat{a}_i^T = (\hat{a}_i|\tau = 0)$. Call this action sequence a “profitable deviation sequence.” Denote the initial segment until period $t < T$ by $\hat{a}_i^t$. Since player one’s actions a priori differ only in their names, for any permutation $\rho$ of player one’s actions, the sequence $\rho(\hat{a}_i^T) = (\rho(\hat{a}_i)|\tau = 0)$ also constitutes a profitable deviation sequence. Hence, any strategy that is certain to generate a sequence $\rho(\hat{a}_i^T)$ for some $\rho$ is a profitable deviation. The following strategy, $g_i$, does that and is constructed to be attainable (i.e., it satisfies condition (2) of the definition of attainability):
\[
g_i^1(h_i^t|\hat{a}_i^{t-1})(a_i) = \begin{cases} 
1 & \text{if } \exists \rho \text{ such that } \rho(\hat{a}_i^t) = (h_i^{t-1}, a_i) \text{ and } a_i \in A_i(h_i^{t-1}), \\
0 & \text{if } \exists \rho \text{ such that } \rho(\hat{a}_i^{t-1}) = h_i^{t-1} \text{ and } \not\exists \rho \text{ such that } \rho(\hat{a}_i^t) = (h_i^{t-1}, a_i) \text{ and } a_i \not\in A_i(h_i^{t-1}), \\
\frac{1}{m-\#A_i(h_i^{t-1})} & \text{if } \exists \rho \text{ such that } \rho(\hat{a}_i^t) = (h_i^{t-1}, a_i) \text{ and } a_i \not\in A_i(h_i^{t-1}), \\
\frac{1}{m} & \text{if } \not\exists \rho \text{ such that } \rho(\hat{a}_i^{t-1}) = h_i^{t-1}.
\end{cases}
\]

The first three lines of the specification of $g_i$ deal with the case where the history thus far is a permutation of an initial segment of the original profitable deviation sequence. The first line says that if the original deviation sequence requires the repetition of an earlier action, then $g_i$ assigns probability one to the permutation of the action that continues the permuted sequence. The second line complements the first line by requiring that under the same conditions the remaining actions are used with probability zero. The third line says that if the original deviation sequence next uses an action that has not been used before, then $g_i$ prescribes uniform randomization over all actions that have not been used in the realized history. The fourth line ensures that the strategy is well defined by specifying uniform randomization after unreached histories. Hence, without loss of generality, we may take any profitable deviation $\hat{f}_i$ of player $i$ to be attainable.

In the second step of the proof it is shown that if there is a profitable deviation, then all players benefit from adopting it with small probability, which violates optimality. For each player $i$, consider a strategy $\hat{f}_i$ in which player $i$ plays $f_i^*$ with probability $1 - \varepsilon$ and $\hat{f}_i$ with probability $\varepsilon$. We can construct a behavior strategy $\hat{g}_i$ that is outcome equivalent to $\hat{f}_i$. For this purpose, denote by $\text{Prob}(h_i^t|f_i)$ the probability of the history $h_i^t$ under the strategy $f_i$, when we choose a placement of success profiles and a profile of pure strategies of players other than $i$ such that given $i$’s sequence of actions in $h_i^t$ there is no success before time $t$. Observe that this probability is well-defined, i.e. independent of the details of the choice of success placements and other players’ strategies. Say that a strategy $f_i$ for player $i$ reaches history $h_i^t$ if $\text{Prob}(h_i^t|f_i) > 0$. Then $\hat{g}_i$ can be defined as follows:

1. For any history $h_i^{t-1}$ that is reached with positive probability by either $\hat{f}_i$ or $f_i^*$, let
   \[
   \hat{g}_i^1(h_i^{t-1})(a) = \frac{\hat{f}_i^1(h_i^{t-1})(a)\text{Prob}(h_i^{t-1}|\hat{f}_i)\varepsilon + f_i^*(h_i^{t-1})(a)\text{Prob}(h_i^{t-1}|f_i^*)(1 - \varepsilon)}{\text{Prob}(h_i^{t-1}|\hat{f}_i)\varepsilon + \text{Prob}(h_i^{t-1}|f_i^*)(1 - \varepsilon)}.
   \]
2. For any history \( h_i^{t-1} \) that is reached with zero probability by both \( \hat{f}_i \) and \( f_i^* \), let

\[
\tilde{g}_i(h_i^{t-1})(a) := \frac{1}{m} \quad \forall a \in A_i.
\]

The first part of the definition of \( \tilde{g}_i \) ensures that at the information set \( h_i^t \) the mixing probabilities are the same as the ones induced by \( \tilde{f}_i \) conditional on reaching that information set. The remainder of the definition is needed to guarantee attainability at unreached information sets.

The behavior strategy \( \tilde{g}_i \) inherits attainability from \( \hat{f}_i \) and \( f_i^* \) because (1) for any attainable strategy \( f_i \), \( \text{Prob}(h_i^{t-1} | f_i) \) is invariant under renaming of actions and (2) by attainability of \( \hat{f}_i \) and \( f_i^* \) the probabilities \( \hat{f}_i(h_i^{t-1})(a) \) and \( f_i^*(h_i^{t-1})(a) \) are invariant under renaming of actions. Note that if each agent uses \( \tilde{g}_i \), we get the same expected payoff as if each agent randomized once at the beginning of the game choosing the behavior strategy \( \hat{f}_i \) with probability \( \varepsilon \) and the behavior strategy \( f_i^* \) with probability \( 1 - \varepsilon \).

Denote the common payoff from \( m \) players using strategy \( \hat{f} \) and the remaining \( n-m \) players using strategy \( f^* \) by \( \Pi^{m,n}(\hat{f}; f^*) \). Then the common expected payoff from \( \hat{f} \) equals

\[
\Pi(\hat{f}) = \sum_{m=0}^{n} \binom{n}{m} \varepsilon^m (1-\varepsilon)^{n-m} \Pi^{m,n}(\hat{f}; f^*)
= (1-\varepsilon)^n \Pi(f^*) + n\varepsilon(1-\varepsilon)^{n-1} \Pi(\hat{f}, f^*_{-1})
\]

\[
+ \sum_{m=2}^{n} \binom{n}{m} \varepsilon^m (1-\varepsilon)^{n-m} \Pi^{m,n}(\hat{f}; f^*).
\]

For small \( \varepsilon \) the third term on the right of the equation is at least a magnitude smaller than the second term. Hence,

\[
\Pi(\hat{f}) > \Pi(f^*)
\]

for sufficiently small \( \varepsilon \), which contradicts our assumption of \( f^* \) being an optimal attainable strategy. \( \Box \)

A.3. Proof of Proposition 9

Proof. Suppose not. Then there exists a time \( t \), an \( \eta' > 0 \) and a subsequence \( \{f^{mj}_{i}\}_{j=1}^{\infty} \) such that along the subsequence \( \phi^m_{i,j} \geq \eta' > 0 \) \( \forall mj \). After reindexing, we can write the subsequence itself as \( \{f^m\}_{m=1}^{\infty} \). By condition (2) of the definition of attainability, player i’s strategy can be entirely described in terms of histories that label actions by the time at which they were taken, or equivalently by identifying histories that differ only in terms of the names of player i’s actions. Denote these reduced histories by \( \lambda_i^t \). Since \( \phi^m_{i,j} \geq \eta' > 0 \) \( \forall m \), for each \( m \) there exists a history \( \lambda_i^{t,m} \) for player i whose probability is bounded away from zero and after which the probability of returning to the set of prior actions is bounded away from zero. This implies that the probability that each player i observes the history \( \lambda_i^{t,m} \) and returns to the set of prior actions is bounded away from zero by some \( \eta > 0 \), because the probability of not finding a success in the first \( t \) periods is bounded away from zero and the probability of observing the action sequence \( \lambda_i^{t,m} \) conditional on no success in the first \( t \) periods is bounded away from zero. Conditional on all players revisiting the set of prior actions and having experienced identical histories, the probability of them revisiting a prior action profile is bounded below by \( \left( \frac{1}{t} \right)^n \), where this lower bound varies with \( t \) because the...
maximum number of actions that players may have taken before period $t$ increases in $t$. Combining these observations, in any equilibrium along the subsequence, the probability of revisiting a prior profile in period $t$ is at least $\eta \left( \frac{1}{t} \right)^n$. Consider any sequence $\{g^m\}_{m=1}^{\infty}$ of attainable strategy profiles $g^m$ that never revisit a prior action profile during the first $m$ periods. Then,

$$
\Pi(g^m) - \Pi(f^m) \geq \delta^m \left( \frac{1}{t} \right)^n - \delta^m \frac{1}{1 - \delta}.
$$

For sufficiently large $m$, this payoff difference is strictly positive. This contradicts the assumed optimality of $f^m$ for all $m$. □
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